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A formulation based on measurable dielectric dispersion of enzymes is developed to estimate fluctuations in
electrostatic interaction energy on time scales as long as milliseconds to seconds at a local site in enzymes.
Several single molecule experimental obsevations occur on this time scale, currently unreachable by real
time computational trajectory simulations. We compare the experimental results on the autocorrelation function
of the fluctuations of catalysis rate with the calculations using the dielectric dispersion formulation. We also
discuss the autocorrelation functions of the fluorescence lifetime and of spectral diffusion. We use a previously
derived relation between the observables and the electric field fluctuations and calculate the latter using dielectric
dispersion data for the proteins and the Onsager regression hypothesis.

I. Introduction

Recent advances in single molecule spectroscopy allow the
observation of real time trajectories of individual molecules.
With these experimental techniques, several novel observations
were made on single proteins: on-off switching of fluorescence
in proteins,1-3 oscillations of green fluorescent proteins between
neutral and anionic conformations at a near-denatured condi-
tion,4,5 spectral diffusion of the chromophore in an enzyme,6

fluctuations of fluorescence lifetime in enzymes,7,8 and the
fluctuations in the rates of enzyme catalysis.6,9-11 All of these
observations have been regarded as reflecting the dynamics of
the enzyme between different conformational substates on the
milliseconds time scale. For example, several enzyme-catalyzed
reactions occur typically on the time scale of milliseconds to
seconds, and the millisecond conformational dynamics of
enzymes is considered as an important contributor to the
functional dynamics of the enzyme.12 Fluctuations in catalysis
rate observed in single enzymes were also interpreted as being
due to fluctuations in the conformation of the enzyme.9,10

The ensemble experimental data on enzyme catalysis have
often been studied theoretically with the aid of computer
simulations: for example, see refs 13-26. In these studies,
electrostatic interactions have played a key role in enzyme
catalysis.13,16-28 Earlier, a relation between three different
observables, catalysis rate fluctuations (δk(t)), spectral diffusion
(δω0(t)), and radiative fluorescence lifetime fluctuations (δ
γr

-1(t)), was derived on the basis of fluctuations of the
electrostatic interaction energy (δE(t)).29 Computer simulations
of protein dynamics in real time are currently limited to tens of
nanoseconds. Accordingly, a detailed dynamical analysis for
the estimation ofδE(t) on the millisecond time scale is not
analyzable by current real-time trajectory computational meth-
ods, and a resort to other methods must be made. As a step
toward estimating theδE(t), we model the autocorrelation
function ofδE(t) by relating it to another experimental observ-
able, the frequency-dependent dielectric response functionε-

(ω) of the protein. The experimentally observableε(ω) makes
possible the comparison of experimental and theoretical auto-
correlation functions of fluctuations inδk, δω0, andδγr

-1 that
are observables in single molecule experiments. This comparison
of experiment and theoretically based relations is the essence
of the present paper.

The paper is organized as follows. Equations for the auto-
correlation ofδk, δω0, andδγr

-1 in terms of those inδE(t) are
summarized in section II using results derived previously,29 and
the autocorrelation function forδE(t) is also given in terms of
the dielectric dispersion of the protein. The comparison of
experimental and theoretical results is given in section III, and
some general remarks on the treatment are given in section IV,
together with suggested further experimental tests of eqs 1e and
7.

II. Dielectric Dispersion and Fluctuations in Electrostatic
Interaction

A. Relation Among Observables.In a previous article on
the observables in single molecule experiments,29 the fluctua-
tions in the rate of catalysis of a substrate by the enzyme (δk(t)),
spectral diffusion of the fluorescence emission (δω0(t)), and the
radiative part of the fluorescence lifetime (δγr

-1(t)) of a
chromophore in the enzyme were treated as arising from the
fluctuations of electrostatic interaction energyδE(t) at the local
site in the enzyme. On the basis of this assumption, a relation
was derived for the autocorrelation functions of each of these
quantities in terms of the autocorrelation functionCE(t) of
fluctuations in electrostatic interactions at that active site,δE(t).
The latter correlation function is defined by

For the autocorrelation of the catalysis rate fluctuations,Ck(t),
we had29
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CE(t) )
〈δE(t)δE(0)〉

〈δE(0)2〉
(1a)

Ck(t) )
〈δk(t)δk(0)〉
〈δk(0)δk(0)〉

≈ CE(t) (1b)
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for the autocorrelation of the spectral difusion,Cω0(t),

and for the autocorrelation function of the radiative component
of the fluorescence lifetime, Cγ-1(t)

From eqs 1b-d, we have

Although eq 1e was derived treating theδE as causal for the
other fluctuations, an alternative view would be that all four
quantities may have a common cause, fluctuations in protein
conformation. We consider next a way of evaluatingCE(t)
approximately in terms of the overall dielectric dispersionε(ω)
for the protein and then relate the experimental observables to
the calculations based on these equations. While the protein itself
is heterogeneous, we use its averaged property in the form of
ε(ω) as a first approximation and then compare predictions from
the model with experiments.

B. Autocorrelation of δE(t). Using the Onsager regression
hypothesis,32 we find the autocorrelation function of the
fluctuations of electrostatic interaction energyE(t) about the
equilibrium value is related to the decay of interaction energy
in a nonequlibrium process following an initial excitation

Electrostatic fluctuations in the interaction energyE(t) can
be estimated by approximating the enzyme as a homogeneous
dielectric with a frequency dependent dielectric constantε(ω)
and the reactants/chromophore as a dipole embedded in a
spherical cavity of dielectric constantεc in the enzyme. By using
eq 2, the autocorrelation function of the equilibrium fluctuations
of E can be studied by considering a model nonequilibrium
system formed by the creation of a dipole∆µ(t) ) ∆µθ(t) in
the cavity att ) 0, whereθ(t) is the unit step function.∆µ is
the dipole moment created by electronic excitation of the
chromophore in the case of spectral diffusion and the dipole
moment difference between the transition state and the reactants
in enzymatic catalysis. In the case of single enzyme experiments
on catalysis rate,10 the rate is obtained by averaging the turnover
times for several cycles of the enzyme over which the enzyme
is assumed to be in the same conformation. This∆µ for the
reaction contributes to an electrostatic interaction for this
conformation of the enzyme. On longer time periods, there are
changes in conformations, resulting in fluctuations in this energy
difference associated with fluctuations in the electric field and
thereby leading to fluctuations in the rate constant for the
enzymatic catalysis.

The time-dependent interaction energyE(t) of dipole in a
spherical cavity of radiusr0 following an initial creation of the
dipole is given in terms of the time-dependent reaction field
R(t) because of the protein environment acting on the dipole
∆µ(t) and the response function tensorr (t) as33

where the integration is fromt ) 0 because of the unit step
function θ(t) in ∆µ(t). The Fourier-Laplace transform,L
defined asF(ω) ) L (f(t)) ) ∫0

∞ exp(-iωt)f(t) dt, of the
response functionr (t) is given as33

whereI
˜

is a unit tensor.

The time-dependent component of the interaction energy
defined as

is obtained using the above relations as33

Combining eqs 2 and 6 and using the Laplace transform
identities f(t ) 0) ) limωf∞ iωF(ω) and f(t f ∞) ) limωf0

iωF(ω), the autocorrelationCE(t) is given as

C. Dielectric Dispersion of Proteins.The continuum di-
electric response of proteins has been modeled in the litera-
ture34,35 using the Havriliak-Negami behavior36 with a andb
in the range [0,1]:

This dielectric response becomes a Cole-Cole dispersion when
b ) 1 and a Cole-Davidson dispersion whena ) 1.

Dielectric dispersion measurements of some proteins are
available for a frequency range corresponding to the time scale
of milliseconds to seconds (Hz-kHz).34,35,37Dielectric properties
of proteins were also used to study protein denaturation.38 One
interest in the dielectric relaxation measurements of proteins in
the millisecond time scale has been in the possible relation to
biological activity.37

In the case of hemoglobin, a Cole-Cole behavior witha )
0.7, b ) 1 in eq 8 was observed for 2π/ω in the range of
milliseconds to seconds.34 For hydrated lysozyme powder, the
imaginary part of the dielectric response was found to behave
asε′′(ω) ∼ 1/ωR, R varying from 0.3 to 0.7 when temperature
was changed from 260 to 280 K.37 This imaginary partε′′(ω)
can correspond toa ) 0.3-0.7 andb ) 1 in eq 8. Other
dielectric measurements in this time range yielda decreasing
from 0.50 to 0.36 for candida antarctica lipase B and lysozyme,
and b ) 0.3 for both these enzymes35 as the temperature is
increased from approximately 195 to 255 K. The parametera
in the above experiments becomes a constant value at temper-
atures higher than 243 K (personal communication with J.
Mijovic and Y. Bian). Among glassy materials, Cole-Cole
behavior withε′′(ω) ) ω-1/2 (which can correspond toa )
0.5,b ) 1) in the milliseconds range is commonly observed.39

r (ω) ) 2

r0
3

ε(ω) - εc

2ε(ω) + εc

I
˜

(4)

E(t) ) -∆µ(t)‚R(t) (5)

E(t) ) 2∆µ2

r0
3

L -1 [- 1
iω

ε(ω) - εc

2ε(ω) + εc
] (6)

CE(t) )
L -1[ 1

iω
ε(ω) - εc

2ε(ω) + εc
] - [ εs - εc

2εs + εc]
[ ε∞ - εc

2ε∞ + εc
] - [ εs - εc

2εs + εc
]

(7)

ε(ω) - ε∞

εs - ε∞
) 1

[1 + (iωt0)
a]b

(8)

Cω0
(t) )

〈δω0(t)δω0(0)〉

〈δω0(0)2〉
≈ CE(t) (1c)

Cγr
-1 (t) )

〈δγr
-1(t)δγr

-1(0)〉

〈δγr
-1(0)δγr

-1(0)〉
≈ CE(t) (1d)

Ck(t) ) Cω0
(t) ) Cγ-1(t) ) CE(t)

〈δE(t)δE(0)〉
〈δE(0)δE(0)〉

)
E(t) - E(∞)

E(0) - E(∞)
(2)

R(t) ) ∫0

t
r (t - t′)‚∆µ(t′) dt′ (3)
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III. Comparison with Experiments

A. Catalysis Rate Fluctuations.As noted in section II C,
the dielectric dispersion behavior of candida antarctica lipase
B showsb ) 0.3 and a saturation in parametera at 0.36 at
temperatures higher than 243 K.35 The autocorrelationCk(t) in
eq 1b calculated with these parameters in eq 8 and using eqs 2
and 6 is compared in the present Figure 1 with the experimental
data of ref 8 (Figure 4A there). Numerical inversion of the
Laplace transform was performed using the method in ref 41.
In the calculation,εc of the cavity is assumed to be 2. The
parametersεs, ε∞, andτ were not given in ref 36. For the present,
we assumeεs ) 40 and ε∞ ) 4, similar to the parameters
observed experimentally for lysozyme.37 For those values ofεs

and ε∞, a calculation using eq 2 withτ ) 1 s in eq 8 gives
agreement with theCk(t) in Figure 1 for the candida antarctica
lipase B over the time range considered. With a different choice

of εs and ε∞, the calculations can again be matched with
experiment by choosing an appropriate value forτ. While a
was taken from the aboveε(ω) data, the calculation ofCk(t) is
not very sensitive toa. Usinga in the range 0.25-0.4 fits the
experimental data equally well.

The experimental data on the autocorrelation functionCk(t)
for â-galactosidase10 are compared with the calculatedCk(t)
using eq 2 in Figure 2. The calculation was performed witha
) 0.6 andb ) 1 in eq 8, again assumingε0 ) 40 andε∞ ) 4.
The dielectric dispersion data onâ-galactosidase are not yet
presently available. However, the parametersa and b needed
in eq 8 for the fit in Figure 2 are close to those available for
hemoglobin34 and lysozyme.37

B. Fluctuations in Fluorescence Lifetime.The fluorescence
lifetime of a chromophore in the protein,γ-1, depends upon
the rate constants of radiative (γr) and nonradiative (γnr) decays

Figure 1. Comparison ofCk(t) of the experimental data of candida antarctica lipase B from Figure 4A of ref 9 withCk(t) calculated using the
dielectric dispersion data on candida antarctica lipase B from ref 36.

Figure 2. Comparison of experimental data from ref 10 and calculated correlation using Cole-Cole relation usinga ) 0.60,b ) 1 in eq 8. The
data points from Figure S7 of ref 10 were extracted using Adobe Illustrator.
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of fluorescence, with possible fluctuations in either or both of
these:

Only if fluctuations inγnr
-1, γr

-1, and E(t) have a common
origin (e.g., fluctuations in enzyme conformations) can both the
fluctuations in the radiative and those in the nonradiative
components be represented by the fluctuations in electrostatic
interactionsδE(t), thereby yieldingCγ-1(t) ) Cγr-1(t) ) CE(t).
Only then could the results of the previous section be applied
to the experimentally observedCγ-1.7,8

However, although it is not known whether distance fluctua-
tions and the energy fluctuations have a common origin in
enzyme conformational fluctuations, it is nevertheless useful
to compare the calculated autocorrelation forCγ-1(t) with the
experimentally observed ones from ref 8, we use eq 1d anda
) 0.5 andb ) 1 for the Cole-Cole exponents in eq 8. A
comparison of the experimental data onCγ-1 antifluorescein from
ref 8 with the calculatedCE(t) is shown in Figure 3. To test the
sensitivity of the calculated correlation to the value ofa, Laplace
inversion was performed numerically for the casesb ) 1 and
a ) 0.40-0.65 in eq 8, and the results are shown in Figure 3.
The value ofa ) 0.5 andb ) 1 gives the best agreement with
the experiment onγ-1 fluctuations. From the discussion in
section II C, this use of a Cole-Cole exponent ofa ) 0.5 and
b ) 1 can be replaced by the experimental values when dielectric
dispersion data on the enzyme become available.

When ε∞ ) εc, an analytical relation can be derived from
eqs 2 and 6 for the autocorrelation functionCE(t) as

where erfc is the complementary error function, erfc(u) )
(2/xπ) ∫u

∞ exp(-V2) dV, and t0 ) τ(ε∞ + 1)2/(ε0 + 1)2.
Equation 10 is functionally the same as the experimental
fluorescence lifetime autocorrelation function reported in the
literature.7,8 A test is proposed later to see whether the radiative
component yields a correlation function similar to that of
δω0(t) andδk(t).

Since the Gaussian nature of protein fluctuations is assumed
in studies of solvation of chromophores by protein dynamics43

and is also seen in computer simulations,44 the higher order
correlations of lifetime fluctuations can be immediately calcu-
lated from the second-order ones. They are obtained directly,
for example, using Wick’s theorem45 and will be the same as
the experimental observations. Results for the fourth-order
correlation for a ) 0.43, 0.5, 0.65 are compared with the
experimental data on flavin reductase from ref 48 in Figure 4,
to test the sensitivity of the calculation to the parametera.

C. Memory Kernel. The Havriliak-Negami dielectric re-
sponse as in eq 8 has been modeled as a dynamics with a
memory kernel ofK(t) whose Fourier-Laplace transform is
given as47

For a ) 0.5 andb ) 1, this expression gives a memory kernel
K(t) of

Thus, an alternative way of representing the Cole-Cole
relaxation mathematically for the present problem, whena )
0.5 andb ) 1, involves a diffusive dynamics of the protein
structure with a memory kernel of 1/xt. This memory kernel is
the same as that used in ref 8 to fit the correlation to the observed
fluorescence lifetime autocorrelation data onδγnr

-1. It has been
shown8 that this memory kernel approach provides a useful
mathematical model for summarizing the data although the
origin of the memory kernel remains to be addressed. One
feature in modeling fluctuations using dielectric dispersion is
that a memory kernel can be obtained from the measurableε-
(ω), even though that feature does not indicate its molecular
origin.

The Cole-Cole relaxation, withb ) 1 and arbitrarya, has
been mathematically cast into the formalism of continuous time
random walk (CTRW), a diffusion with an associated memory
kernel.48,49The difference between the usual random walk and
CTRW is that in CTRW there is a distribution of times at which
the random walker can take a step, unlike in conventional
random walk where each step happens at a regular interval.49

Figure 3. Comparison of the experimental data from ref 8 along with
the error bars and calculated correlation using Cole-Cole relation using
a ) 0.40, 0.50, 0.65 andb ) 1 in eq 8. The normalized autocorrelation
Cγ-1(t) was obtained by using eq 3 of ref 8 andCx(t) from Figure 4 of
ref 8.

Figure 4. Comparison of fourth order correlation from the experimental
data of ref 48 with the calculated correlation using Cole-Cole relation
usinga ) 0.40, 0.50, 0.65,b ) 1 in eq 8, and Wick’s theorem.

K(ω) ) iω
[1 + (iω)a]b - 1

(11)

K(t) ∼ 1

xt
(12)

γ-1 ) (γnr + γr)
-1 (9)

Cγ-1(t) ) exp(t/t0) erfc(xt/t0) (a ) 0.5,b ) 1) (10)
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This distribution of waiting times leads to a memory function
in the anomalous diffusive dynamics in CTRW.49

IV. Discussion

A. General Remarks.In the present work, a relation between
the dynamic disorder,50 observed as catalysis rate fluctuations,
and another experimental observableε(ω) is developed. The
derivation itself was based on electrostatic interactions in
enzymatic catalysis.13,16-28 The relations derived previously29

between various observables in single molecule experiments
were used to relate the autocorrelation function of all these
observables toε(ω) on the Hertz to kiloHertz frequency range.

Different kinds of dynamics in a protein have their intrinsic
time scales,51 ranging from vibrations in the hundreds of
femtoseconds to global motions involving dynamics of large
domains in the proteins that are in the milliseconds. Theε(ω)
measurements in kHz range thus capture the global dynamics
of the domains involving polar groups in the protein. A Debye
dielectric response witha ) 1, b ) 1 in eq 8 represents one
characteristic time scale associated with the dynamics of the
protein. On the other hand, the Havriliak-Negami dielectric
dispersion as noted in section II C has been attributed to
cooperative dynamics in the protein,34 possibly arising from a
contribution from several different domains in the protein each
responding over a different time scale. Possible origins of non-
Debye behavior ofε(ω) in proteins and glasses have been
discussed extensively in the literature.34,35,37-39,42

The conformational dynamics in enzymes can affect the
catalysis rate through electric fields, steric effects, changes of
reactants’ bond lengths in the transition state, and hydrogen bond
interactions with the reactants.13 Since electrostatic interactions
are usually considered to be a key factor (e.g., ref 13) in
determining the rate of catalysis, we focused on the catalysis
rate fluctuations arising fromδE. This aspect of the conforma-
tional dynamics resulting inδE was treated usingε(ω). Other
features of the conformational dynamics such as those leading
to the donor-acceptor distance (rDA) fluctuations reflected as
fluctuations in the electron-transfer rate may or may not be the
same as those inδE. A way of testing the presence of a common
origin for these two aspects of conformational dynamics is given
later.

The nonradiative decay due to electron transfer (γnr) depends
upon the nuclear reorganization energy (λ), free energy differ-
ence between donor and acceptor states (∆G), and on any factors
that affect the electronic coupling, such as the donor-acceptor
distance (rDA),52

When ∆G is small compared withλ, the following ap-
proximation can be made

∆G depends upon the electrostatic interaction energyE of
the dipole (µ) formed by electron transfer from donor to
acceptor. This gives an exponential dependence ofγnr on E.
However, when the system is in the activationless regime, with
∆G ≈ -λ, γnr will be insensitive to the changes inE and will
depend only on the electronic coupling of the two reactants,
and hence onrDA.

In the general case,γnr can depend upon fluctuations inδE
and on electronic coupling-dependent fluctuations such as in
δrDA. If δE andδrDA have a common origin in conformational
fluctuations of the enzyme, the analysis usingδE fluctuations
for δγr can be immediately extended toδγ. Otherwise, an
analysis that includes both sourcesγr andγnr is needed.

A relation between the autocorrelation function ofγ-1 (taken
to beγnr

-1) and that ofrDA was derived in eq 3 of ref 8:Cγnr
-1(t)

) eâ2CrDA
(t) - 1. For the range of parameters involved, it can

be verified using a perturbation expansion that the auto-
correlations Cγnr

-1(t) and CrDA(t) are the same after norm-
alization. Because of this similarity, the functional form
of the autocorrelationCrDA(t) shown in ref 8 is the same,
to within a normalization constant, to that ofCγ-1(t) which
in turn is equal to the present eq 10.

Other potential approaches interpreting the fluorescence
lifetime autocorrelation function without invoking a memory
kernel can be explored. In one of them, a polymer dynamics
model was used for the primary chain of the protein.53,54

However, it was shown54 that the nanosecond time scale for
the transition ofCγ

-1(t) to 1/xt behavior in this model is not
consistent with the experimental millisecond time scale.

B. Suggested Experiments.1. Measurements of the fluctua-
tions δk(t), δγ-1(t), and δω0(t) for the same enzyme would
permit a test of the present expressions, eq 1e. Measurements
of dielectric dispersion data on the milliseconds to seconds time
scale for that protein would be useful, for example, for
â-galactosidase and cholesterol oxidase enzymes on whichδk(t)
were observed6,10 and on flavin reductase and antifluorescein
for which δγ-1(t) was observed.7,8

2. When fluorescence lifetime measurements are performed
removing the quencher, for example, Tyr35 in flavin reductase,7

measurement of the autocorrelation function in the absence of
the quencher will be helpful in interpreting the relative contribu-
tions of the radiative and nonradiative components toδγ-1, as
discussed in ref 29. If there is a common origin of both
components (e.g., fluctuations in protein conformation), the
autocorrelation functions ofδγnr

-1 and δγr
-1 will both be

similar, but otherwise differ. The suggested experiment will help
in examining the commonality of conformational changes
responsible forδE andδrDA.

V. Conclusion

The local fluctuations in the electrostatic interactions occur-
ring in the milliseconds to seconds time scale in enzymes are
modeled using the dielectric dispersion of the proteins. This
model provides a formalism for interpreting the fluctuations in
the observables on these timescales, which is presently not
readily addressed using real time computational methods. Using
the formulation presented earlier29 relating various observables
to the electrostatic interactions, several correlation functions can
be modeled using a Cole-Cole or more general dielectric
behavior. Experiments on the dielectric dispersion and on the
various correlation functions for the same system would be
useful in presenting a broad picture of the fluctuation phenomena
in proteins.
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