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Abstract

The temperature dependence of the electronic contribution to the nonadiabatic electron transfer rate constant (kpr) at metal
electrodes is discussed. It is found in these calculations that this contribution is proportional to the absolute temperature 7. A
simple interpretation is given. We also consider the nonadiabatic rate constant for electron transfer at a semiconductor electrode.
Under conditions for the maximum rate constant, the electronic contribution is also estimated to be proportional to 7, but for
different reasons than in the case of metals (Boltzmann statistics and transfer at the conduction band edge for the semiconductor
versus Fermi—Dirac statistics and transfer at the Fermi level, which is far from the band edge, of the metal). © 2001 Elsevier

Science B.V. All rights reserved.
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1. Introduction

In this article, the temperature dependence of the
electronic factor in the expression for the nonadabatic
rate constant (kgy) is discussed, both for metals and for
semiconductors. In the case of the electrochemical ex-
change current at metal electrodes the temperature
dependence of kgy is due to two parts: one part arises
from the well known variation with temperature of the
Franck—Condon factor. It has an exponential term and
a pre-exponential term which, classically, is propor-
tional to T~ Y2 The second part of the temperature
variation arises from the increasing range of energies of
electronic states in the metal near the Fermi level that
can contribute significantly to the rate constant with
increasing temperature. An experimental system of an
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alkanethiol monolayer adsorbed on two different
metals, Au and Pt, is considered to investigate how this
temperature dependence of the Fermi-—Dirac distribu-
tion affects the rate. The metal electronic state depen-
dence of the metal-reagent electronic coupling matrix
element is included in the calculation. To a good ap-
proximation, the averaged electronic factor for the ex-
change current rate constant is calculated below to be
proportional to 7, the known proportionality when the
electronic coupling element is energy-independent.

The temperature dependence of the electronic factor
for nonadiabatic electron transfer at semiconductor
electrodes is also discussed. For the present purpose, in
lieu of detailed calculations, this factor is estimated
using the free electron model. It is found to be propor-
tional to the temperature 7" under conditions for the
maximum of the rate constant, but the origin of the
proportionality is quite different from that in the case
of the electrochemical exchange current at metal
electrodes.
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In the following sections the theoretical model used
and the predictions that can be made from this model
are described.

2. Theory
2.1. Metals

The rate constant for nonadiabatic electron transfer
from a metal to a reactant at the interface (kgy) is given

by [1]
kex =2;stFC!V(8)!2f(e) M

where f(¢) is the Fermi—Dirac distribution with & mea-
sured relative to u, the chemical potential of the elec-
trons in the electrode,

fle)= (@)

1 + e?ksT
FC is the Franck—Condon factor, which in its classical
form is
e™ (. — en — €)?/42kgT

FC= - , 3

(4nlkyT)'? 3
Here, 1 is the reorganization energy, e the electronic
charge, 1 the overpotential, and |V (¢)]* the square of
the electronic coupling matrix element, integrated over
the distribution of the electronic states at the given &:

V(e = Jd3k|HkA|26(e(k) —&) @)

where |H,,| denotes (¥, |H|?¥,» and describes the elec-
tronic coupling between the redox agent (A) and each
electronic state of wave vector k of the electrode.

Egs. (1)—(4) are given for the reduction rate constant.
The rate constant for the reverse reaction, which we
will denote by kLy is obtained by replacing ¢ by —¢
and # by —7. One can verify, for example, that the
equilibrium constant kp/kLr is then given by exp(er/
kgT), as expected.

From Eqgs. (1)-(3) we have

Yo eI e lewen
kET:hWJ e aa?  g(e)|V(e)fde %)

where g(¢) is given by

g(e)= ;sech<2kf3 T) (6)
and
h(en) =204 — e)en — (en)* (7

In applications, the dependence of ]V(8)|2 is normally
neglected. The reorganization energy / is then obtained
in two different ways, one from a plot of In kg versus

n [2—13], and the other from a plot (noted below)
involving In (k°/T'?) versus 1/T, or both [14-19].
While the effect of neglecting the dependence of V(e)
on ¢ is expected to be small, it is estimated in the
present paper. Results for finite # can also be estimated
from the calculations, with appropriate additions, as
discussed later.

When # =0, Eq. (5) becomes k°, the standard rate
constant

kO 21 ei;h/4kBT « 6—5,2/4/1/\'BT( )|V( )|2d (8)
= e)|V(e)|*de
h (4nikgT)"?

We first consider, for comparison, the simplest case:
both the dependence of V(¢) on ¢ and the &2/4lkyT
term Eq. (8) are neglected. In that case the integral in
Eq. (8) is a standard integral [20]' yielding

— 00O

— JJ4kgT
2r e B

L
=1 (dnikyT)'

Tk T|V(O) )
When the value of £ is obtained from Eq. (9) and a plot
of the experimental rate constant k°, In (k°/T"?) versus
1/T, we have

kg = — 40In (KT~ V2)/3(1/T) (10)

We next consider the case where the dependence of
|[V(¢)]? is neglected, as before, but where the &?/4kgT in
Eq. (8) is included. In this case we have

e kT

P
h (4nkyT)'

12

e T|V(O)P(e ™ 7487 (11)

where we have used [20] nkyT = f‘f »&(¢)de and where
{> denotes an average over the distribution function,
g(e)de/[” , g(e)de. The exponent is so small that the
exponential in ¢} can be expanded, retaining only the
first two terms. Use of standard integrals [20]' then
yields

— )JAkyT

2 %
o ==C° nkBT|V(O)|2<l—n b ) (12)

" h (4nikgT)'? 4,

For a value [15] of 1= 0.8 eV and k37 = 0.025 eV, the
last factor in the parentheses, due to <{exp(— &2/
4k T)) term, is 0.923, and so is close to unity. In the
following the exp(— &?/44ksT) in Eq. (8) will be re-
placed by unity.

In passing, we note that from Eq. (11) that the slope
of In (k°(A/kgT)"?) versus A/kgT equals — (1/4)(1 —
(kg T/A)?), because of the smallness of kzT/A. The
reciprocal of this quantity can, because of the smallness

1

f 2(¢/2)%(de) = (nks T4, j  g(e/2Y'g(de) = (nky T(5/16)

0

J 8(2/2)°g(de) = (tkT)°(61/64)
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of the correction, be written, as —4.04. A numerical
evaluation of the integral [15] gave — 4.03, which is
within the round off error. The difference of —4.03
from —4 is 1% and so can be neglected relative to
other sources of error in A.

The integral in Eq. (8) can now be written as

I(kgT) = J g(e)|V(e)de (13)
We have written the limits as 4+ oo, but of course the
lower limit is finite. It equals the lower limit of the
energy of the band, which is very negative. More than
adequate for our purpose is changing the limits of
integration to + 1.1 eV.

The temperature dependence of I(kzT) arises from
the weighting function, g(e¢), which becomes broader
with increasing temperature. The |V(¢)]* depends only
on ¢ and so is independent of temperature. However,
because of the broadening of g(¢) with increasing 7,
parts of [V(¢)]* at larger and smaller ¢ contribute more
in the integral when the temperature is increased. For a
|V(¢)| replaced by |V(0)* , the integral in Eq. (12), is as
already noted |V(0)]nkgT.

For flat and broad bands, such as s and p bands, one
expects |V(¢)]? to remain constant with ¢ In that case,
the temperature dependence arises mainly from the
width of the weighting function, g(¢), given in Eq. (6).
For narrow bands such as d bands the density of states,
p, changes fairly rapidly over a short energy range. If
this feature leads to a large change in |V(¢)]? then
widely varying values of I(kzT) become increasingly
included in /(kz7T) when the temperature is increased,
and some deviation of the temperature dependence of
I(kgT) from |V(0)]’rnkgT is expected. However, the d
states do not couple as well into the donor/acceptor
species in solution [21]% the large change in the density
of d states with ¢ is diminished by the small coupling of
these states, so leading again to an approximately con-
stant ]V(e)|2. In this case, the temperature dependence
would remain about the same as in the case of the s and
p bands, ie., depending only on the width of the
weighting function.

The accessible number of participating electronic
states near the Fermi level (¢ = 0) increases linearly with
temperature, a result well known from the proportion-
ality of the electronic specific heat of the metals to the
temperature. However, this observation offers no infor-
mation on the average strength of |H,€A2 as a function

2 In this reference and the present paper the surface of the metal is
a (111) face. For some simpler surfaces with more symmetry elements
the Z-transform method that we use is not necessary and the wave-
functions can be described in these cases by a simple sine-like
function. We use extended Hiickel (EH) theory to calculate the bridge
coupling matrix elements in both the above article and the present
paper. The EH method gives more accurate results for relative matrix
elements and rates than it does for absolute values.

of & The question of the behavior of the matrix ele-
ment, suitably averaged, is addressed in calculations in
a later section.

Numerical results of the calculations based on Egs.
(4) and (8) (both with and without ¢?/4.kyT neglected),
are given in Section 3.1.

2.2. Semiconductors

In the case of electron transfer from a semiconductor
to a reactant species in solution, the rate is first-order in
the concentration of electrons in the semiconductor at
the surface and first-order in the reactant. An expres-
sion for the second-order nonadiabatic rate constant
kgt was given earlier [22]

2n v 1

ET —

h 4tk T Ps

Jwe —(A+AGO— e>2/44kBT< |I7(s)|2>e — kT (¢)de
0

- (14)
J e 7£/I(BTIO (S)dg
0

where {|V(¢)|*) is an electronic matrix element [22]

S VO

V(o) = @) (15)
and

p(e) = fd3k6(8(k) —¢) (16)

The average <) was over all orientations of the reactant
at the contact distance [2]. In Eq. (14), v is the volume
of the unit cell in the semiconductor (the wave func-
tions appearing in V(¢) are normalized to that volume),
and f, is the exponent for the decay of the square of
the matrix element with distance.

We note, in passing, that in the experiments [23] AG®
is varied by varying the redox reagent in solution. The
maximum kg, kKpe* determined in this way, corre-
sponds to 4+ AG° =0.

The exponent of the first factor in the integral in the
numerator of Eq. (14) can be written as

(A+AG°—¢f (A+AGY  (A+AG%%e &
4key T 4T 43k T 4lkcyT
17

The first term in the r.h.s. of the above equation is
independent of ¢ and can be removed from the integral.
The second term varies much more slowly with ¢ than
the ¢/kgT in the exponent of the third term in the

3The V, in this article is denoted in the present paper by H,,.
Since the form of the electronic matrix element is the same for both
semiconductors and metals Egs. (4), (15) and (16) remain valid for
both types of electrodes.
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Fig. 1. Band structure of Au and Pt with the Fermi energies of each set to 0. % is for Pt and O is for Au. p(¢) is in units of number of states
per atom per eV. The weighting function g(e) x 5 at kg7 =0.025 eV i.e. T=300 K is also plotted (—) to show the density of states which
contribute to the integral in the rate constant kpy. For simplicity a ‘splined’ fit is drawn through the points for p(¢) for Pt.

integral in Eq. (14), when 4+ AG° ~ 0 (the important
region for kY, as noted above). The ratio of the third
term in Eq. (17) to ¢/kgT is ¢/44, which is very small
since ¢~ kg7, 1.e., 0.025 eV, and 4 is typically 1 eV. The
dependence of (1 + AG° —¢)* on ¢ in Eq. (17) can then
be ignored, yielding

_2n v 1
b Janik, T By
J V() ye " p(e)de
e~ O+ AGO — £)2/42kgT JO (18)

J e—a/kBTp(g)dg
0

as in eq. (A5) of Ref. [22]. Of particular interest is K B&*,
which, obtained from Eq. (18) is

- . . f V(&) ye T p(e)de
0

hJAmikyT B f " e T (o)
0

max __
kET -

(19)

When /1+AG°W becomes different from zero, say,
~ 1/2, then the ratio of the second term in Eq. (17) to
e/kgT becomes 1/4, which on integration, including a
slowly varying V(¢) will affect the pre-exponential fac-
tor a little. The ratio of the last term in Eq. (17) to
elkgT becomes ¢/4/, which for an averaged value of
&~ A/4 in the sampling of &s for the exothermic direc-
tion, is still a relatively small though not negligible

quantity. Accordingly, Eq. (18) is expected to suffice for
typical conditions. When it does not suffice Eq. (14)
could be used instead. However, our main interest here
is in k¥ and so in Eq. (19).

3. Applications
3.1. Metals

A particular system, an alkanethiol monolayer with
15 CH, units and with the redox agent Ru(NH;);Py>*
tethered to it is considered here. Only one alkanethiol
molecule adsorbed on a metal electrode is used in our
calculation, since it has been found that this approxi-
mation is reasonable, and adding more molecules does
not have a large effect on the rate [24]. Two metals,
gold (Au) and platinum (Pt) are considered, the method
of Z-transforms and a tight binding Hamiltonian are
used to obtain the wavefunctions of the metal. The
details of the calculation are given elsewhere [21]. For
the purpose of the calculations we use Egs. (4), (15) and
(16).

The metal Au has no d states near the Fermi level
while the d band of Pt lies close to its Fermi level. The
p (&) given by Eq. (16) is plotted in Fig. 1 for both these
metals, as well as the g(¢) at T=300 K. The Fermi
levels of both metals are used as the zeros for their
respective &s.
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Fig. 2. A plot of |V(g)]* vs. & O gives the plot for Au and % gives the plot for Pt. A plot of g(g) x 10~'° (=) is also given. The Au curve is a

best fit to the points, the Pt curve is a ‘splined’ fit.

The |V(e)]* is plotted in Fig. 2 for the two metals as
a function of & It is seen that even though the |V(¢)]?
for Pt does change somewhat with the energy ¢, the
effect is considerably less than the change in p(¢).
Although the extent of ¢ is nonzero is ~ +0.3 eV (Fig.
2) the validity of the A<« e approximation and the
neglect of the &> term should be checked against the full
width at half maximum of the g(¢) curve. The half-
width is ¢~ 0.066 e¢V. Thus, with the usual values of
A=10.6 to 1.2 eV the approximation is still valid.

Although only a narrow range of ¢ is needed for our
purpose of calculating the standard reduction rate con-
stant k°, we have given in Fig. 2 a substantially larger
range of & When large overpotentials + ex are consid-
ered, electronic energy levels with a correspondingly
large range of ¢ are needed for the evaluation of the
integral. Accordingly, this larger range of &s is given in
Fig. 2, should kgt (or the reverse rate constant kfr at
larger |s, rather than just at # =0, be needed. How-
ever, when large overpotentials are considered, the ef-
fect of the energy denominators should be included,
e.g., Ref. [25].

The In ({(kzT)) is plotted in Fig. 3 versus In (kz7)
from T=120-325 K with and without &*/4ikxT. A
value of 0.8 eV is used for 4. The slope is close to unity
without the &?/41k,T correction (1.00 for Au and 0.97
for Pt) and deviates a little from it with the correction
(0.96 for Au and 0.93 for Pt). Thus, in both cases

I(kgT)ockgT is valid for the nonadiabatic electron
transfer to Au and Pt. Accordingly, the temperature
dependence of the electronic factor in Eq. (13) is pro-
portional to T and so the kgr in Egs. (1)-(3) (apart
from the exponential part of the Franck—Condon fac-
tor) is proportional to T/T"?, i.e. TV2. With the classi-
cal formulation for the Franck—Condon factor for the
electrochemical exchange current k. oc T"%e ~ “*® for
both metals and thus we expect it to apply for other
metals at these temperatures.

The slopes from Fig. 3 can be used to evaluate the
value of the prefactor in Eq. (10). We proceed by
writing the integral in Eq. (8) as C(kzT)' * 2", where An
is the deviation of the slope from unity and C is some
constant. Eq. (8) can then be written as

m o oe” Al4kgT

T h (AnikgT)'?

The above equation can then be used to find the value
of dln (K°T~'%)/0(1/T). 1t equals — A/kg[1/4 + Anky T/
/], which gives instead of the factor of 4 in Eq. (10) a
factor of 4/(1 + 4AnkyT/2). For the slopes from Fig. 3,
with 4=0.8 eV and kg7 =0.025 eV we get values of
4.02 and 4.04 for Pt (with and without &?/44kpT correc-
tion) and 4.00 and 4.02 for Au (with and without
correction).

The slopes of the In (I(kgT)) versus In (kzT) given
above (1 4+ An) could also have been obtained from an

0

C(kBT)l + An (20)
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Fig. 3. A plot of In [I(kgT)] vs. In (kzT). The slope gives the exponent of kg7 in I(kgzT). The % and + (with the ¢?/44ksT correction) points are
for Pt and O and - (with correction) points are for Au. The slope for Au is 1.00 and 0.96 (with correction) and the slope for Pt is 0.97 and 0.93

(with correction).

expansion of |V(¢)]* in the vicinity of ¢= 0, using the
data in Fig. 2.

V() = |[V(0O)(1 + ac+ be* + ce® + de*...) 20

The terms having odd powers of ¢ do not contribute,
and so we have

I(kyT) = |V(0)Prky T + (kg T)*b + (ke TYd + ...]
(22)

Since the |V(¢)|* for Au is linear in ¢ at =0, Fig. 2, b
vanishes and it is clear why a plot of In (I(kzT)) versus
In (kgT) was 1.00 for Au. Expanding |V(¢)]> around
&= 0 for Pt by fitting the Pt curve in Fig. 2 with various
polynomial functions it was found that the calculated
slope varied from 0.9 to 1.0, thus yielding an almost
linear plot®.

3.2. Semiconductors

To treat the T dependence for semiconductor elec-
trodes using Eq. (18) or Eq. (19), calculations such as
those given in Ref. [22] would need to be repeated at

4 For a particular fit function we find a value of b= — 10.84 and
d =203.47 which gives an average correction of 0.96 for a kT range
of ~0.01 to 0.027 eV, i.e., 120 < T < 325 K. Because of the peak of
the Pt curve in Fig. 2 at the Fermi energy, the slopes of the Pt plots
in Fig. 3 are sensitive to the fitted polynomial used.

various temperatures. In the absence of those particular
results we use here the free electron model [26]° in
which the matrix element H,, (i.e. {¥,|H|¥,>) at small
¢ is found to be proportional to k, [27]° (because ¥, is
proporational to k.), and so |H[>ockZock?/3ce,
where ¢ is the energy. Since p(¢) varies as some (known)
power of ¢, one finds that the electronic factor, {|V(¢)]*)
in Eq. (4), is proportional to kz7. A consequence is that
max yaries as T/T'?, ie., TV

4. Discussion

Two differences between metals and the present non-
degenerate semiconductors may be noted: (1) In the
former the Fermi—Dirac distribution is needed, while
the Boltzmann distribution suffices for the semiconduc-
tor. (2) As a first approximation the H,, in Eq. (4),

S1If in other cases, H,, were proportional to a linear combination
of ky k, and k., then |H,..|* averaged near the conduction band edge
would still be proportional to & In general, ¥, and thus the matrix
element is proportional to sin(k.), which becomes k. only at a
band-edge (small k.). Like k., the distribution of sin(k.) is hardly
changed when ¢ is changed in the case of a metal since 4 > e.

% In the case of indirect bandgap semiconductors the k., k, and k.
are replaced by k,—k,, k,—k, and k.-k, throughout and the same
conclusion applies.
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max

appearing via Eq. (15) in Eq. (19) or kB¢, is approxi-
mately proportional to k, in the free electron model for
the semiconductor [26]. Since {[V(¢)]*) is, as seen from
above, proportional to k2 and since the transfer is from
the edge of the conduction band, it is also proportional
to ¢ In the case of the metal, however, the distribution
of the ks is hardly changed when the energy ¢ relative
to the Fermi level is changed. Thus, now <|V(g)]*) is
essentially independent of & Specifically, at the high
energies associated with ks near the Fermi level in free
electron metals, k2 would be proportional to (4 + &),
where A4 is the energy of the Fermi level relative to that
of the bottom of the band, namely about 2 or more eV.
Thus, as ¢ is varied, the distribution of the k,s is hardly
changed, since 4 > ¢ This behavior is in marked con-
trast to that of the semiconductor at its band edge,
where k2 oce.

These two effects, seen to be different for the semi-
conductor and the metal, never the less, for different
reasons, gave rise to a proportionality of the electronic
factor to kgT for kgr for the exchange current in the
case of the metal and for AP in the case of the
maximum rate constant for the semiconductor.
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