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Electron transfer reaction rate constants at semiconductor/liquid interfaces are calculated using the
Fermi Golden Rule and a tight-binding model for the semiconductors. The slab method and a
z-transform method are employed in obtaining the electronic structures of semiconductors with
surfaces and are compared. The maximum electron transfer rate constants at Si/¥idlogenl
InP/Me,Fc"C interfaces are computed using the tight-binding type calculations for the solid and the
extended-Hakel for the coupling to the redox agent at the interface. These results for the bulk states
are compared with the experimentally measured values of Lewis and co-workers, and are in
reasonable agreement, without adjusting parameters. In the case of InP/liquid interface, the unusual
current vs applied potential behavior is additionally interpreted, in part, by the presence of surface
states. ©2000 American Institute of Physids$50021-960600)70507-1

I. INTRODUCTION In this study the authors chose a series of viologen ions with

] ] ) very similar molecular structures and thus presumably simi-
~Insight into the dynamics of the electron transfer reacy,; yeqrganization energies, but with very different free en-
tions at semiconductor/liquid interfaces can be helpful ing,qy changes for the electron transfer reactions. The electron
constructing efficient and stable photoelectrochemical cellgangfer rate constants obtained experimentally served also to
and other applications, and is of interest in understanding thf?neasure the maximum of the electron transfer rate constant.
basic chemical reactions. Due to the instability and the NoNTha measured maximum rate constant for the electron trans-
ideal behavior of most semiconductor electrodes in contaGiy; reaction across such an interface was in the range of
with liquids, only recently have reliable kinetic measure-14-17_15-16 cqfs 1 The experimental studies of the elec-
ments been performed at semiconductor/electrolytg. . transfer reaction at InP/MiEC)(CH;OH) interfaces

. -6 .
mterfacesl. In these experiments the flux from the conduc-ided similar maximum rate constant results but less ideal
tion band edge of a semiconductor to a molecular eleCtro%ltage—current behavior.

acceptor species dissolved in the solution can be expressed By applying a treatmeftfor liquid/liquid interfacial

as electron transfer reactions to semiconductor/liquid interfaces
J{(E)=ekyns(E)[A], (1) _and by ass_uming an “electron bal_l” model for th_e electr_on
in the semiconductor, Lewi§ provided a theoretical esti-
whereJ; (current per unit argas the current density due 0 mate of the maximum rate constant which is close to the
the direct electron transfer is the elementary charge, experimental value. The treatment is closely related to the
ng(cm3) is the electron concentration at the surface of themgdel suggested by Gerischavho used a half-sphere in-
semiconductor and is a function & the applied potential, stead of a sphere, and is a nonadiabatic approach. In the
and[A](cm ) is the concentration of the acceptors in the model of Lewis the electron in the semiconductor is repre-
solution. An analogous expression can also be written fogented by a spherical donor with radius around 10 A, and any
hole transfer from the valence band of the semiconductoreorganization around the electron in the semiconductor was

The units ofk, defined by Eq(1) are cnf molecule *s™* neglected. The electron transfer rate constant was then cal-

and it contains the energy distribution of the electrons.  ¢yjated using the formula derived for the electron transfer
The electron transfer reactions atntype reactions at liquid/liquid interface,

Si(100)/viologer? ™" (CH,OH) and n-type

InP(lOO)/MeZFcf’O(CHgolj) interfaces were studied system- Ko a= e[ 27(rp+1 ) B2 3]

atically by Lewis group:* The built-in voltage(the voltage

drop inside the semiconducjaand the concentration of the X @~ (\athp+AG)ZakgT(Mat2p) 2
semiconductor conduction band electrons were obtained by

differential capacitance vs potential measurements. The cuwhere v, is typically expected to be around *f0s™* for a

rent densities were also measured as a function of the appligatocess which is adiabatic when the reactants are in contact,
potential for different concentrations of acceptors and doand where the decay of rate with distance through the sol-
nors. The first-order dependence of current density on convent, assumed to be exponent with a decay leggthrp and
centration of surface electromg in the semiconductor and r, are the radii of the donor and the accepiqas,and\ 5 are
concentration of electron acceptdis] in the solution was the reorganization associated to the donor and acceptor, and
verified for a series of Si/viologéh'*(CH;OH) interfaces  AG? is the standard free energy of the reaction in the pre-
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Surface States

FIG. 2. View of the Si and InP semiconductor witt00) surfaces. For a Si
electrode, all circles represent silicon atoms; for an InP electrode,
1,3,5...=P and 2,4,..=In. The numbers indicate the two-dimensional
layer to which the atoms belong. Every two layers of atoms form a super-

(b layer.

Surface States

tight-binding calculations using existing solid state param-
eters in literature, parameters that had been chosen to fit the
band structure. Each semiconductor electrode is treated both
as a slab and as a semi-infinite crystal for comparison. For a
& 'r """""""""""""""""""" | __1Ea slab, the direct diagonalization of the Hamiltonian matrix is

_________ PP - performed as usual to obtain the eigenvalues as well as the

E(AL/AATD ) 7 S
eigenstate$’ while for a semi-infinite crystal, a transform

method introduced earlier by one of us for this purpbse
Semiconductor Liquid employed. The procedure is applied to two semiconductor/
liquid interfaces, Silviologent’* and InP/MegFc™,
FIG. 1. The energetics at semiconductor/liquid interfaces with surface state1lP/P\2*/* . In addition, surface states are included for the

homogeneously distributed in the energy rangeAE,0) referred to the  cuyrrent vs applied potential behavior observed at

conduction band edge at the surfdagwith a largerf A]/[A™] ratio and the InP/Mech”‘) PV2+/+ interfaces. as one way for accounting
Fermi level is far below the surface statés) with a smallef A]/[A™] ratio h ,d | behavi b ' d f hi h
and the occupancy of the surface states must be described by a Fermi—DirEtQr the nonideal behavior observed for this system. The

distribution. In(a) and(b), the same potential VE(A/A") is applied bua) ~ Maximum rate mentioned earlier, which is the principal fo-
has a larger built-in voltage. cus of our attention, is calculated under conditions where
surface states are unimportant.

The paper is organized as follows: The theoretical basis
vailing medium. Royea, Fajardo, and LeWislso investi- for the electron transfer rate constant calculation and solid
gated the relation between the electron transfer reactions gtate calculation is described in Sec. Il. The application of
metal/liquid and semiconductor/liquid interfaces using Fermithe theoretical methods to the actual systems are given in
Golden Rule. The coupling between the semiconductor an&ecs. Il and 1V, and the results are discussed there.
the redox molecules was not calculated for an actual
systemt?

Dogonadze and KuznetsBvstudied both nonadiabatic || THEORETICAL MODELS
and adiabatic electron transfer reactions at semiconductor/
liquid interfaces by analogy with the metal/liquid interfacial A G€neral comment
electron transfer reactions. The reorganization energy of the  The net current density due to the electron transfer
redox molecules at semiconductor/liquid interfaces was inreaction at a semiconduct&/liquid interface,
vestigated by one of 8and was shown to be different from _
the reorganization energy for the same molecules in a homo- Ate(S)=A"+S, )
geneous situation. Smith and NoZR* studied the can be written as
semiconductor/liquid interfacial adiabatic electron transfer =33 @)
reactions by extending Schmickler's treatntérfor metal/ o
liquid electron transfer reactions, choosing an Anderson-typ#here J; is the current density due to the electron transfer
Hamiltonian, and by molecular dynamic calculatidfis. from the semiconductor to the molecule ahds the current

In the present paper, the electron transfer reactions atensity corresponding to the reverse procdssandJ, de-
semiconductor/liquid interfaces are treated nonadiabaticallypend on the concentrations AfandA™, respectively, at the
Extended-Hukel calculations are performed to estimate theinterface,
electronic coupling between the donor/acceptor level of the _

. . . \]f_ekf[A], (5)

redox agent and the solid electronic states of the semicon-
ductor. The electronic structure of the solid is treated by J,=ek[A™], (6)
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wherek; andk, are the first-order rate constants. In the fol- wave vectork, andk;(k,r) varies with the positiom of the
lowing only the forward reaction is considered, unless otheracceptor relative to the electrode. It can be further written
wise stated. When it is assumed that the electron transfers®!12!
from the electrode to the acceptors is proportional to the

tration of the electroms, at the electrode surface, in tpyo 2T 2
concen Ommg, : Ki(r)=— FCle)f(e)>, |V(k,r)|2278(ec— €)de,
the case of am-type semiconductor, the forward electron € k

transfer rate constant is expressed as 11
where the coupling matrix elemeM is defined later and
Kt=ngkKet: ) f(€) is the probability that a state in the semiconductor with

Here, ke, a rate constant for a reaction that is second-ordef "¢TIYE 1S occupied, whileAG in Eq. (9) is related toe by

with respect to the concentrations, is the quantity obtained in  AG=AG%—e. (12

LeW'IrSh: )gteen?fegtilonadiabatic electron tunneling from oneHere’AGO 's defined as the standard free energy of the re-
. . 9 action when the donor state in the electrode is at the conduc-

electronic state to another is frequently described by th?ion band edge at the semiconductor surfat&® can be

Landau—Zener formula. Under the weak-coupling assUMBapiained from electrochemical measurements. After denoting

tion, the Golden Rule expression for the nonadiabatic elec- ™ — h q i ¢ all th ith
tron transfer rate constant, which includes both the electropy V(e,r) the averaged coupling of all the states with energy

tunneling and the “nuclear reorganization,” contains implic- € Ed-(11) can be written as

itly the Landau—Zener expression, 2 _
(=27 [ t(apeFao Vel 13)

2
S__ 2
k= h IVI°FC, (8) wherep(e€) is the density of states, .2, 275(€e,— €) (Ref.

_ _ 22 and |V(er)|? denotes =,|V(k,r)|28(e— €)= (e
where FC is the Franck—Condon factbt,is the electronic —€).
coupling matrix element, antl is Planck’s constant. A com- The current density at the electrode is obtained by sum-
mon classical expression for the Franck—Condon factdr is ming over the current from the electrode to all the acceptors
A in the solution and dividing the sum by the area of the

A +AG)? ©) electrode surface,

1 —(
FC= ex
\/477)\ kBT F{ 4)\kBT

e
3=2[ Ankimar, (19
where\ is the reorganization energy, ads is a free en- oJr

ergy of reaction under the prevailing conditions of tempera‘whereA(r) is the concentration ok atr. When the reaction

ture, electrode-solution potential difference and environig ot giffusion-controlled, and when the change of electrical

ment. We return later to this quantity fprthe prese_nt _Sys_temspotential inside the liquid can be neglecte(r) can be
The electron transfer at the semiconductor/liquid interen as constant. A first-order electron transfer rate con-

faces involves the continuum of electronic states in the seMigiant which is independent of the concentration of acceptors
conductor, whose theory, strictly speaking, requires solving &, the solution but dependent on the concentration of elec-
many-electronic state problem. Quantum mechanical studig$yns in the semiconductor. can be defined

of many-state crossing problems show that the Landau—
Zener formula is applicable to a large variety of such prob- K :if KL(r)d3r (15)
lems, when the splitting of the states caused by crossingis ' o/ ' '

small?® The major charge carriers in a semiconductor haVE{N
very low concentrations and can be treated individually in henk
interfacial reactions.In accordance with a weak-coupling
approximatio”® transitions can be treated as occurring be- .
tween pairs of states, and a “two-level” approximation can kf:ﬂ_ k(contacy, (16)

then be considered, in which the electron transfer current . ° . .

between the electrode and an acceptor state is treated as W{Berekt(contact is the value oki(r) at the van der Waals’
sum of the currents from each electronic state of the eleccontact distance, averaged over orientations as discussed
trode to the acceptor state. Considering first the acceptor dter in Sec. Il A.

being at positiorr in the solution, the rate constant is

¢(r) depends exponentially on distance with a decay
constantBs, thek; becomes

B. Tight-binding model

ki(r)= ; ki(k.r). (10 For obtaining the electronic states of the semiconductors,
we consider the tight-binding method, which has been used
Here,ki(r) is the rate constant for the total current from the extensively in treating the electronic properties of solids and
semiconductor to the molecule, expressed as a sum of thaeir surfaces and has been useful and efficient in approxi-
currents from all the electronic states of the semiconduktor, mately solving solid state physics problefis?’ As noted
denotes the electronic state of the semiconductor with thearlier!®?128 because it involves a linear combination of
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atomic orbitals, the tight binding method for the electronicfaces. For a semi-infinite crystal, the number of the layer
structure calculations for the solid is readily combined withcounted from the surface, varies from 1<o For a slabn
the extended-Hekel treatment to estimate the electronic varies from 1 to some finite number.
coupling at the interface. In the slab method, the model of the solid is constructed
In this approach the one-electron wave function of anusing a finite number of infinite planes parallel to the surface.
infinite solid is expressed as a linear combination of BlochEach plane is composed of lattice atoms and the electronic
functions, X exp(k- Ry) ¢ (r —Ry), motion in it can be described by Bloch plane waves. The
one-electron wave functions of a slab consistindNaftomic
layers are expanded il X N LCAO-type Bloch functions,
whereM is the number of different atomic orbitals per layer
for each value okj. The overlap and Hamiltonian matrix
wherec,(k)'s are coefficientsy,(r—R;)’s are atomic orbit-  elements are expressed in terms of the overlap and interac-
als centered at the positid®;, and then’s denote different  tion integrals between the atomic orbitals. Again, an ortho-
bands of orbitals. normal atomic basis can be chosen and the eigenvalues and

Substitution of the wave function into the Sctlimger  eigenvectors can be obtained by direct diagonalization of the
equation,HW (r)=E W (r), produces the well known set Hamiltonian matrix.

of Iine_a_r algebraic equations, with the standard result for For a semi-infinite semiconductor, thetransform
non-trivial solutions th&? method, which was introduced earlier for the tight-binding
H—ES =0 18 study of a semi-infinite solid, is applied to the present study.
| =0, (18) The detailed derivation is given in Ref. 18. In the following
whereH and'S are matrices of the Hamiltonian and overlap W€ consider a semi-infinite solid havirlg coupled bands, -
with elementsH,,, and S,,. The elements of the matrices Which arises either when an atom has several different orbit-
are readily obtained by the consideration of the symmetry oflS Or when each layer of the solid is a superlayer, i.e., con-
the solid and by choosing appropriate interaction and overla?'sun_g more than one layer, or both. Substitution of the wave
parameters for the neighboring atonms,, and S,,. We unction Eg.(22) into the Schrdinger equation yields an

\Pk<r>=; cn<k>; explik- Ry) ¥ (r—Ry), (17)

have infinite set of difference equations. In matrix notation, the
difference equations can be written as
Hnm:; eXF(ik'(Rj_Ri))f lﬁ:(r—Ri) BTCn+2+(A_EI)Cn+l+BCn:01 (n=1), (23
j
Blc,+ (A;—El)c,=0, 24
X H (1 — Ry dPr, (19 10+ (A= EDG 9

wherec, is a column vector whose elemeiats,, describe the
coefficients of the bands in theh layer, and where

SHEDS exmk«R,-—Ri))f YE(r—R;)
R

i Bml5(kH_k\i):<‘r//mn|H|¢I,nfl>a (n#1), (2539
_R\d3
X Ymlr =R @0 A=K = (Wl Hl ), (n#1), (25
In practice the parameters are adjusted in the band structure A .5(k||—kH’)—<¢/ Hlghy), (n#1) (250
1m - ml 1/ ’

calculation so as to fit experimental data on the band
structure?* If an orthonormal basis is chosen, tBematrix Blm|5(k||—ku')=(¢m2|H|l//u), (n#1). (250

becomes the unit matrix and E(.8) become® ) . )
Introducing thez-transform for the coefficients, defined

|[H—EI|=0, (21) by

where | is the unit matrix. The solution of the electronic

structure is provided by the direct diagonalization of the

Hamiltonian matrix. o ) )
An infinite solid can also be viewed as being formed byits inversion formula is

an infinite number of layers of atoms. Each of the layers has

the full two-dimensional translational symmetry. In this Cmn

scheme, the wave function is expressed as

Fm(z):; izt ™", (m=1 to M), (26)

= n-2 =
o Csz dz, (m=1 to M). (27

Applying them to the set of difference equations E2Q),
V()= Coml(Kp 2 eXpliky Ry dnm =Ry, and writing the result in the matrix form, we obtain
n,m RH'i ' '

(22) [2°BT+z(A—El)+B]F

—r 2Rt _ _ T
wherek; andr are the wave vector and the space vector in (2B +2(A-El+B-Bijcit 2B e, (28)

the two-dimensional layer. Herej,,(R);) is themth type  with the boundary condition relating, to ¢, given by Eq.
atomic orbital at the positioRy; in the nth layer. This wave (24).

function is easily generalized to the case where the solid is The vectorF, whose elements ar€,,, can then be ob-
not infinite, e.g., has onéemi-infinite or two (slabh sur-  tained from Eqgs(24) and(28),
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E= |C1—[ZZBT+ zZ(A—El)+B]? Upon obtaining the rootg and the corresponding coef-
tgt-1 ficient vectorsg;, the coefficients in the wave function are

X[B1+2zBBy “(A1—El)]cy. (29 readily obtained using Eq32). Since the system is semi-
As can be seen from E@29), the poles of the integrand in infinite, although these,;'s constitute both propagating and

Eq. (27) are found by locating the zeros of the polynomial decaying components, the decaying wave functions go to
zero as goes to infinity and so they do not contribute to the

de{z’B'+2z(A—EI)+B], (30 normalization, the normalization of the wave functions only
and are used in the inversion formula to yield the coefficientd'eeds to be performed on the propagating ones. The wave
Cmy'S in terms ofc,,’s. The boundary condition at the sur- functions are normalized to give correct number of orbitals
face is included in the expression fBr and in Eq.(29) the ~ Per unit cell. For example, for a semi-infinite silicon semi-
requirement that the wave functions do not become infinit€onductor, there are eiglet’s satisfying the boundary con-

asn— o iS satisfied by Choosingnl’s Wh|Ch make the terms d|t|0n FOI’ a bulk State, eao.t?] iS the |ineal’ Combination Of
with |z|>1 in Eq.(24) for c,,'s vanish. eight wave functions, at least two of which are propagating

A numerica”y Simpier Way Of Soiving the preceding ones, and eaCh Of these WaVernCtions iS a Iinear Combina'
problem is proposed and used here and is illustrated as fofion of the eight atomic orbitals of the unit cell. The normal-

lows. Since ization of thec,’s, after taking into account the spin of the
. electrons, is performed in such a way tH&cCrmn=2,
A=A, (3D where the sum is over the propagating componentg.ofhe

in Eq. (30), zandz* ~* are both the zeros of the polynomial €ight orthogonal wave functions satisfying the boundary con-

in that equation. As a result, the number of zeros inside thélitions then give 16 orbitals per unit cell. Given the condi-
unit circle must equal the number of zeros outside the unition in Eq. (37) the final equations used in this method be-

circle. By denoting the roots af by z,, =1 to 2V, the ~COMe equivalent to those used by Gosavi and Ma&Fcims
integral in Eq.(27) can be evaluated using Cauchy’s residuetheir treatment of electron transfer at metal electrodes, al-
theorem, though their appearance differs.
oM o Although the above formulation of the-transform
n—2 O~ -1 method was derived by considering the first nearest neighbor
Cmn= 21 2 ReSFm(Z')=|Zl Cim2i s (32 interactions between the solid atoms, #eansform method
can be applied to the tight-binding model with interactions
where involving as many atoms as desired. When the interactions
E|m:Zfl ResF, (z). 33 include more than the nearest neighbors, one can simply in-

crease the thickness of the superlayer so that only the nearest
In order to satisfy the outgoing boundary conditionrat neighboring superlayers interact with each other.
—, the zeros outside the unit circle are discarded by setting When the one-electron wave functions are expressed in

the corresponding;, the column vector whose elements are@n orthonormal atomic basis set, the coupliigk,r) be-
Cim, equal to zero tween a solid electronic sta{@’,) and the acceptor state
m> :

Substitution of Eq(32) into Eg. (23) yields |P),
V(K1) =(W[H(r)[D), (40

> ZF+ZBT?:|+Z z,“+1(A—EI)E|+2 Z'*1Bg=0.

| can be expressed in terms of the couplings between the

(34)  atomic states,

The above equation holds for al=1, which can be satisfied ot .
by setting V(k1r):n 2 €"lMlac, (k) Cij<‘//nam|H(r)|¢ij>v

a,m,i,j
(41)

~ . . . where theg;; is the jth orbital of theith atom in the mo-
for all z’s. Thereby,q is the solution of the linear system, |ecular acceptor state, ar@; is the coefficient of the this
2nt ~ orbital in forming the acceptor staté, ., is themth type of
(zB+2(A-ED+B)G=0, (36) atomic orbital which belongs to theth semiconductor atom
with boundary condition given by Eq24). When it can be in thenth layer.r , in Eq. (41) is the position of the atora
assumed that in a semiconductor layer. We may illustrate the notation by
considering a semi-infinite silicon semiconductor. Each su-
A1=A, B;=B, (37) perlayer of silicon consists of two layers of silicon atoms,
the boundary condition can be rewritten as and each silicon atom contains 4 relevant orbfats, 3,
3px, 3py, 3p,) and som varies from 1 to 8. The first layer

2B g+ Y (A—El)g+2'Bg =0, (35)

1 _ _
B'c,+ (A—Elc+Bep=0, (38 is formed by atoms denoted by &), wherea is only odd
with numbered, 1, 3,,5.., theorbitals of which are then denoted
by (1, a, m), wherem=1, 2, 3, 4. The second layer also
00:2 ~C|Zf1=0- (39) belongs to the first superlayer and thus1, a=2, 4, 6,...
I

andm=5, 6, 7, 8.(We note that the=2, a=4, etc. atoms
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FIG. 3. Calculated density of statgdor the bulk of Si semiconductor. The FIG. 4. Calculated density of statesfor a slab of Si semiconductor. The

unit of the density of states is per unit c&llatoms per eV. The Fermi level  unit of the density of states is per eV per unit cell. There are 20 atoms per

is located at 0 eV. unit cell, which has one atom on each face of the slab and so is 20 atoms
thick. The Fermi level is located at O eV.

interact differently with the molecule, because of their dif-

ferent positions with respect to)itThe c,,,, in Eq. (41) are ) o )
obtained by the tight-binding calculations described earliefW© Bloch functions well inside the slab. The wave functions
and are functions ok but are independent af . The cou- are determined by solving the eigenvalue problem repre-
pling matrix elements i,/ H(r)|;;) are obtained by the sented by Eq(18). _

extended-Hakel calculations for the acceptor atomic orbital ~ 1he Hamiltonian matrix elements were computed as

(i,j) and the semiconductor atomic orbitalat the position ~functions of a two-dimensional wave vectoky(k,) by
(n, a). choosing the same parameters as in the bulk calculation. The

energy eigenvalues and the eigenstates were obtained by di-
agonalizing the Hamiltonian matrix, and the density of states
as a function of energy is calculated using a statistical num-
A. Silicon /viologen system ber of the eigenvalues. The density of states was normalized
to give the proper number of orbitals per unit célthich
containsN silicon atoms for the unit cell in aN layer slab.

The LCAO (“tight-binding”) method has provided a Except for the intrinsic surface states, which lie in the band
good description for the semiconductor valence band andap, the density of states calculated for a slab of a Si semi-
conduction band edge for silicon even when only the nearestonductor(Fig. 4) is similar to the one obtained for the bulk
neighbor interactions are considered and an orthogonal bassflicon.
is used® In this calculation, the nearest-neighbor interaction ~ Since each primary unit cell of a bulk silicon crystal has
parameters are taken from a table of solid state parametersiwo silicon atoms, one should include at least two layers of
Ref. 25. The density of states is obtained by randomly choos-100) plane in a superlayer in the application of the
ing a certain number of wave vectors in the calculationz-transform to a semi-infinite system. TBeandA matrices,
which show a statistical number of the energy eigenvaluesobtained by using the same solid state parameters as in the
The computed density of states for a bulk silicon is normal-bulk and slab calculations, are al8 matrices. The bulk
ized to give 16 orbitals per unit cdlincluding the spin of the and surface states of the semi-infinite semiconductor can
electrong and is shown as a function of the orbital energy inboth be obtained using thetransform. A bulk state contains

IIl. APPLICATIONS

1. Band structure calculations of silicon

Fig. 3. at least two propagating components and a surface state has
The surface studied experimentally for silicon was, asonly decaying wave functions.
noted earlier, th€100 surface. In the slab method, the sili- In the experiment$,the electrode surfaces were occu-

con (100 surface bands were calculated using models opied by hydrogen atoms to saturate the dangling bonds of
infinite silicon slabs with idea(100) surfaces, i.e., a finite surface silicon atoms, removing thereby the surface states
number of layers, each consisting of an infinite number ofresulted from the dangling bonds of the surface silicon at-
(100 silicon atoms as a two-dimensional array, are placed asms. According to previous calculations in the literature on a
in a perfect silicon crystalFig. 2). The one-electron wave hydrogen-terminated S{111) surfacé? all surface states
functions are written as linear combinations of Bloch func-were removed and the silicon—hydrogen interaction forms
tions as in Eq(22), where the sums are over the layers andtwo bands deep inside the silicon bulk bands. Although the
the 3S,3P,,3P,,3P, orbitals, respectively. Thel00) surface  band structure of the hydrogen-terminated(B00) slab is

is treated as ideal and the matrix elements between a Blodttifferent, it seems reasonable to suppose that there will be no
function of the surface plane and one plane inside the slab imtrinsic surface states left for a perfect hydrogen-terminated
treated as the same as the corresponding elements betwe®in(100 surface.
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2. The electronic structure of the redox molecule TABLE |. Experimental and calculatei[™.*

For the calculation of the rate constant of the electron Kmax Kmax kx
transfer reaction at the silicon/viologer™ interfaces, System (expt) (ztrans) (slab
N,N’-dimethyl-4,4.-bipyridylium2+ was chosen as thg eIep- Silviologer? */+ 0.6 13 16
tron acceptor. Using the structural data of this cation in a inp/meFc' ™ 1-Z 0.084 0.086

crystal®® the most stable structure of the ion was obtained by— — —
the EHMACC (extended-Hakel molecular and crystal cal- ZLFJnlts ?Qreflg cm® s+, and the theoreticddg™ includes only bulk states.
culations progran™* The two pyridyl planes formed thereby CF{fjn”} R;{ 1

a 50 angle. However, since the calculation was performed

without the consideration of the interactions between the ac-

ceptor and the solvent molecules, some differences may oc-

cur for the structure of this ion in solution. The LUMO of the 27 1 1 J'w F{ (A +AG— 6)2)

ion, i.e., the acceptor state was obtained as a linear combi- kuT ——— 1 | &X ANKaT
nation of the atomic orbitals, AmkeT Pelo °
X([V(e)[*)f(e)p(e)de, 43

q> IEJ Cii i 42 where p(€) and (|V(€)|?) are normalized to the unit cell.
Because of the low occupancy of the semiconductor conduc-
tion band, and reflecting the Boltzmann factor the electron
transfer can be regarded as occurring only near the edge of
the conduction band, i.e., nearly a=0. In Eq. (43) and
hereinafter for convenience of discussion the energy the
electrons in the semiconductor will be referred to the con-
duction band edge at the semiconductor surface as zero.

To be consistent with the experiments where the only  For a semiconductor/electrolyte interface as in the elec-
rate-limiting step is the electron transfer process the accepron transfer reaction studies in Refs. 1-6, the change of
tors are considered homogeneously distributed in the solwelectrostatic potential across a semiconductor/liquid interface
tion. The orientations are taken as random, using 125 differexists mainly within the semiconductor, because of the low
ent orientations, each translated so as to have the closest paoncentration of the charge carriers in the semiconductor. In
of atoms, of the molecule and of the semiconductor surfacehis case, the change of applied potential changes only the
in van der Waals’ contact, i.e., they have a separation diseoncentration of carriers at the interface and does not change
tance equal to the sum of the atomic van der Waals’ radiithe free energyAG° of the electron transfer reaction. As
The square of the electronic coupling is averaged over thesshown in the Appendix, the maximum second-order electron
orientations. In the calculations, the semiconductor is astransfer rate constant can then be expressed as
sumed to be uniform and is represented by the surface
=0, and the 125 orientations of the molecule are created by | max_

where the sum is over the atormand the valence orbitajs
of each atom withC;;’s obtained from the extended-kkel
calculation.

3. Calculation of the electron transfer rate constant

2 1

i ———V Y
the rotations of the molecule in the three-dimensional space ' h \JamNkgT Bs<| %

each with a set of randomly chosen Eulerian angles. The —o ) . )
geometric center of the molecule with each selected orientaVhere(|V|?) is defined in the Appendikcf. Eq. (A6)]. The

tion has 16 randomly chosen,(z) coordinate relative to the Maximum rate constant computed using the above equation
closest Si surface atom. Because of the symmetry of the ¢f Shown in Table I.
semiconductor surfacej, and z vary between 0 and half a
lattice constant. Under the assumption that the coupling de-
cays exponentially with distance with a decay expongnt  B. Indium phosphide /ferrocene interfaces
the range of contributing distances ig31/ and we note that
Bs~1 A~1.1° The averaged quantity of coupling matrix ele-
ment, denoted by|V(k)|?) at the van der Waals’ contact
mentioned earlier was obtained by an extendédkei’ cal- The bulk band structure of the InP semiconductor was
culation. For the hydrogen-terminated silicon surfacecalculated using the Hamiltonian and the interaction param-
(IV(k)[?) is calculated assuming a direct van der Waals'eters given by Chadit al2*%*37The density of states com-
contact between the hydrogen atom on the Si surface and thfited for the bulk and a slab of the InP semiconductor are
closest atom of the redox speciesor each given orienta- shown in Figs. 5 and 6, respectively. The electronic structure
tion. A certain number of states at each enesgyrandomly  of Me,Fc"™ was obtained from the extended-tkel
chosen to give the average of the square of the couplingalculatior?* using the molecular structure given in Ref. 38.
{IV(€)|?), which is then multiplied by the density of states to The electronic structure calculations were again performed
yield the total coupling at that energy. for a slab and for a semi-infinite crystal model of the InP
Combining Egs(9), (13), and(16) an expression is ob- semiconductor with #100) surface. The maximum second-
tained for the first-order electron transfer reaction rateorder electron transfer rate constgpér unit areawas com-
constant, puted and the results are given in Table I.

(44)

1. Band structure of indium phosphide
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FIG. 5. Calculated density of statesfor the bulk of InP semiconductor. FIG. 6. Calculated density of statpsfor a slab of InP semiconductor. The

The unit of the density of states is per unit g@latoms per eV. The Fermi  unit of the density of states is per eV per unit cell. There are 20 atoms per

level is located at O eV. unit cell, which has one atom on each face of the slab and so is 20 atoms
thick. The Fermi level is located at O eV.

2. Contribution of surface states Here, ! is the value ofe; when E,,,=0, Vp; is the built-in

Using considerations similar to those used in the treatYOltage, the pé)t_ential drop Within the semiconductor, Whe“
ment of bulk states we shall also assume that the electroﬁappzo’ andey is the energy difference between the Fermi

transfer between a surface state and the bulk state is mudfive! @nd the conduction band edge inside the semiconductor
faster than the electron transfer between the surface state aﬂaa' 1). When an;(/j dﬁpendence of the cou;?]hng between the
the molecular acceptor. In the preceding treatment we ne2urface states and the acceptor state on the energyne-

glected the interactions which might lead to such a Coup”ngglected, an exprc_ession for the su_rface states contribution to
e.g., radiationless transitions. The resulting expression fo e current density from the semiconductor to the acceptor

SS;
the current density corresponding to the electron transfettateJr 1S

from the surface states of the semiconductor to the acceptor 20 1 1 NJVi?
is J=e[A]— —
relAlG JamnkgT Bs AE
27 1 1
i=e[Alo— o O (N +AG)UANKGT]
f \JAmNkgT Bs X _AEe B f(e)de, (50

X f [Vod €)]2e™ [ +80)%anksTIE (¢) p (e)de, (45)  WhereAGis given by Eq(46). Similarly, the current density
€ due to the electron transfer from the donor to the surface

wherepgis the density of surface states, and states can be expressed as

AG=AG ¢, (46) SS——e[A’]Z—W 1 1 NgVd?
is the driving force for the electron transfer from a surface " i Jam\kgT Bs  AE
state with energy to the acceptor. If, for simplicity, it is 0
further assumed that the surface states are distributed homo- xf e~ [0-28)keTI(1 — £(¢))de. (51)
geneously in an energy range fromAE to O, i.e., in an TAE
interval AE below the conduction band edge, then The sumJ{*+ J;° is next used to interpret the current-
N applied potential behavior obtained in the experiments. The
N (47 NedVsd? is treated as a single parameter which can be ad-
justed to fit the experimental data, in the absence of any
whereNg is the total number of surface states. other complicating factors.
The occupancy of these states obeys the Fermi—Dirac
distribution, 3. Current vs applied potential behavior
1 As we have noted earlier, the total current can be written
fle)=——7——, (48)  as the sum of two components,
1+ e(E—Ef)/kBT
_ _ _ J=J55+ 0K, (52)
where ¢; is the Fermi level, and depends linearly on the ) )
applied potentiak p, In the present treatmeidf®is computed using Eq$50) and
. . (51) and J°%, the current from the bulk states, is calculated
€r=eEqppt ef =eEqpyt Vi + €5 . (49 using the tight-binding method.
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FIG. 7. Current-applied potential behavior at the InP/Rs” interfaces. ~ FIG. 8. Current-applied potential behavior at the |r;p?/]b’\7 interfaces.
The experimental data are taken from Ref. 1. From left to right, the concenJ N€ ixperlzmental data are taken from Ref.NJV{* is taken as 3.2
trations of MgFe' are 0.001 M, 0.01 M, 0.1 M, respectively. The concen- X107° eV-.
tration of MgFe is 0.1 M. To fit the experimental dafd,{V.J? is taken as
1.25, 0.31, 0.4%10°8 eV?, respectively.
fit the experimental results different densities of states are
h h 2 th domi used for different InP/liquid interfaces. This assumption is
When the current via the surface states dominate§,qs necessarily correct, since the deviation of the horizontal

namely, when the surface states are much more occupigflsiance between the neighboring curves in Fig. 7 from the
than the conduction band or when the density of surfacg e of 0.059 V may also result from experimental
states is high, one has approximately for the forward anq,,certaintie4?

reverse current density, In order to fit the experimental current vs applied poten-

I35+ 355=0, (53 tial data obtained at the INP/BY* interface by the diode

o o equatior:
at equilibrium. In the case of the InP/Me&™"™ interface,

using Eqs.(48), (49), (50), (51), and (53) to fit the built-in J=Jo(e *Fam/AleT—1), (54)

voltage VJ; of the semiconductor at zero applied potential,the A in Eq. (54) should be greater than 1.8, which indicates
which leads to a equality between the integrals in EB8)  that the current vs applied potential behavior at this interface
and(51), a value forAE is obtained as 0.4 eV. This value of s far from ideal @=1). A better fit is obtained by including
AE agrees with results from surface state studies of 108  gyrface states in the calculation, using the following param-
surface of lightly dopedInP semiconductors in vacuum gters: AE=0.4 eV. AG°=—0.34 eVl A=05 eV! and
both experimentalf and theoretically’ where the surface N _|v_J?=2x 108 (eV)2. Here AE is taken the same as in
states were shown to be located(&t3) E4 below the con-  the InP/MeFc™" case andNgVJ? is chosen to fit the mea-
duction band minimurff: Here, E, is the band gap of the syred net current density. The calculated result is shown in

semiconductor and is around 1.35 eV. Fig. 8 together with the experimental results.
Similarly, the electrochemical studies ap-InP/

electrolyte interfacé$ also lead to surface states distributed
mostly near the conduction band edge. Other parametelly- DISCUSSION

used in this calculation are as follows: the reorganization  The nonadiabatic description and the two-level approxi-
energy\ is 0.8 eV, as suggested in Ref.AG%is 0.79 €V mation applied in our theoretical studies of electron transfer
the parametey{V¢d* is chosen as 10° (eV)* to fitthe net  reactions at semiconductor/liquid interfaces provide a consis-
current density obtained in the experimenising Eqs(50)  tent value for the reaction rate constant when compared with
and(51). The current density is then obtained as a functionthe experimental results. Semiconductors differ from metals
of the applied potential for differeftA]/[A™] ratios and iS  pecause of their band gap, which, as pointed out by
compared with the experimental data. The curvature of th@ogonadzé,l makes the electron transfer reactions more
plot is determined by the relative position of the energy ofjikely to be nonadiabatic. This effect is associated with the
the surface states and the Fermi level, and so depends @y occupancy of the semiconductor conduction band, which
EappandAG®, as shown in Fig. 1. When the Fermi energy is jlows the electron transfer to occur mainly nearly the edge
much lower than the energies of the surface states, the 0CCHf the conduction band. For a metal/liquid interface, the elec-
pancy of these states can be treated as obeying a Boltzmaggn transfer reaction happens largely at the Fermi energy,
distribution, and the ] vs Ep, curve is a straight liné?  anq the coupling strength between the metal electrode and

When the energy difference between the lowest surfac@e molecular acceptor can be characterizeth &y
states and the Fermi level is less tHgT, the Fermi—Dirac

distribution must be employed. The[ [N vs E,p, plot then A(e)=27> IV, [26(e— €) (55)
deviates from a straight line, as shown in Fig. 7. In order to e K k '
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whereA(e) is evaluated at the Fermi energ¥(e;)/howna  tend to counter the above molecular effect. It would be use-
has been then tak&t*® as the criterion for distinguishing ful therefore to study the two semiconductor systems with
nonadiabatic from adiabatic reactions for a metal/liquidthe same molecular species, if possible. In an effort to re-
interface’® where w, is the “fastest phonon mode” con- solve this question using calculations we have compared the
tributing to the electron transfer reaction. Forap,/27 of  calculated maximum rate constant for the Si/violdgéh
the order of 18° s this Ziw. is about 0.03 eV. At a system, 1.&10 ®cm*s %, as in Table I, with a maximum
semiconductor/liquid interface, the electron transfer reactiomate constant which we subsequently calculated for the
occurs mainly near the edge of the conduction band. Th&i/Me,Fc™® system, 0.1%10 ¢ cm*s L. Thus, it is seen
interaction strength between the continuum states of a semihat the viologef”’ " pair has a closer effective contact with
conductor and the acceptor state is better characteriz8d bythe Si interface than does the Me™° pair. Accordingly,
1 the experimental result in Table I, in contrast with the calcu-

=—— 1| A(e)de, (56) lated results in that table, that the InP/A¥e™° has a higher

keTJe rate than Si/viologeti’", cannot be attributed to a more ef-
fective contact. For this reason we attribute the higher ex-

where the limit “e” denotes a narrow interval of an amount . .
kT at the semiconductor conduction band edge. Because rimental rate for InP to the presence of surface states in the
B nP, as discussed earlier. We note also that the calculated

the low occupancy of the electronic states in the semicon: 410 16 41
ductor conduction band, the electron transfer happens only ngu'k state r;:lsult _ft(;]r LEP/M%FCI t(o.ol?(@(thc cm Itsf )
a small energy range near the conduction band edge, arg comparable wi e calculatebulk statg result for

+/0 —16 4 1
then the important integration regime only covers a narro MeFc™ (0.17x10 cms ) .
interval of the order oksT. As pointed out by Harrisof? Under some conditions, surface states may play a role in

band energy is proportional to the squarekefk, near the the electron transfer r_eactiorjs qt semiconductor/liquid inter-
conduction band edge, whetg is the value ofk at the faces, because of.thelr Iocallzaétlon at the electrode.surfaces,
conduction band edgéconduction band minimumn The as noted by previous authoqr§. Althoug.h the density of

value ofk, depends on the nature of the interaction of dif- bulk states of the InP conduction band is large, of the order

7 ~m—3 i ;
ferent bands. For InRR, is zero?® while for Si it is quite of 10" cm?, the decay length of their coupling to the mol-

large?® For Si and InP, the density of states is very low neareCUIe of about 1 A yields an effective surface density of

the conduction band edg&? the total coupling between StAteS of the conduction band of the order of only In~2.
these semiconductors and the molecular acceptor is typicall e note furt?er ihat '”h? fhree—elgctron mode(lja surface state
weak. TheA' is the counterpart of the usual matrix element as a wave function which can be expressed as

that appears in the two-state Landau-Zener formula. The

AI

present approximate calculations lead to a valua'obf the poce” P cogkyx). (57)
order of 10°° eV. In that case, withh .~ 0.03 eV, the
reactions can be regarded as nonadiabatic. The 134 is about 8 A for the InP semiconductttAs a

Since the double layer at the interface of semiconductorfesult, a large fraction of surface states can be effective in
liquid interfaces is neglected and the redox molecules areontributing to the electron tunneling event. In treating the
also allowed to penetrate to the electrode surface, the preseelectron transfer at InP/MEc™ interfaces, the possibility
calculations more likely represent an upper bound of theof surface states was subsequently included in Sec. IlI B, as
maximum rate constant. Although the approach in this studyne interpretation of the nonideal current vs applied potential
is intended to be a pragmatic one, the calculated result fapehavior in the experiments. A coupling strength between
the maximum rate constant at the Si/violo§en™ interfaces the surface states and the acceptor required to account for the
is in a surprisingly reasonable agreement with the experidiscrepancy between the theoretical and experimental results
mental data. The agreement for InPA#e”° is less satis- was then estimated. We have not included any such contri-
factory, the calculated value being approximately an order obution in Table I, the discrepancy in the rate constant of a
magnitude smaller than the experimental one. Neverthelesfactor of 10 between experimental and calculated results for
considering the approximation of using the extendedkéli  the InP system in Table | could also have other sources.
treatment to obtain the coupling, this extent of agreement is, While the inclusion of the surface states helps to explain
in our opinion, encouraging. the current vs applied potential behavior obtained in the ex-

The difference between the calculated results forperiments, the nonideal behavior being explained by the
Silviologert™/* and InP/MgFc"'® system&’ may be due to Fermi—Dirac occupancy of the surface states, the nonideal
several effects. One factor is the difference in size of theébehavior can also result from many other mechanisms, such
acceptor state, since the LUMO of a viologéh" ion is  as the recombination of charge carriers in the solid bulk. The
calculated in the present work to be delocalized over thdatter can produce a diode plot with a slope larger than
whole ring system, and the LUMO of a Mec™ ion is  unity.>®° We have noted earlier that the part of the present
localized mainly on the Fé ion (here and in Ref. 48and so  calculation which includes surface states is based on the as-
distant from the periphery of the molecule. This effect wouldsumption that the electron transfer between the bulk states
yield a larger electronic coupling between the semiconductoand the surface states is much faster than the interfacial
and the first redox species, other things being equal. Howeharge transfer, and is also based on a simplified model for
ever, there are factors which would make InP more effectivehe density of surface states. A deeper understanding of the
than Si, e.g., a smaller effective electron m&$€ and so mechanism would require the investigation of other pro-
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cesses at the semiconductor/liquid interface and inside thglied potential. The number density of electramgat the
semiconductor, as Anz and Lewishave concluded from semiconductor surface is also a function of the applied po-
their recent simulation. tential,

We turn next to a comparison of the electronic structure eV —eE,
calculations of semiconductors with surfaces using the direct _—p/ exr{ — M) 7 (A3)
diagonalization vs using thetransform. The direct diago- kgT

nalization uses a slab of the crystal and mathematically igyheren, is the number density of conduction band electrons
more straightforward, but because the computing time inin the semiconductor bulk, an¥?; is the potential drop
creases rapidly with the size of the slab, it is a less practicalithin the semiconductor at zero applied potential, i.e., at
way to treat a very “thick slab”. On the other hand, as notedg__ —0.

in the literature’? usually a 20-layer slab is enough to pro- Comparison of Eqs(A2) and (A3) then illustrates that
Quce a correct bz_and structure for the f:rystal. The slab methqr(jf(Eap ) is proportional to the density of surface electrons
is also a convenient method for obtaining the band structurg_. An expression of a second-order electron transfer rate
and the density of states, and is practical for our purpose:onstant that is independent of the applied potential, and thus

With the ztransform method, a semi-infinite crystal is of the density of surface electrons of the semiconductor, can
treated. Its mathematical formula is more complicated thame written as

that of the slab method, in that its solution requires the loca-

tion of the roots of a high order and in many cases complex e 2@ 1 1

polynomial. Although i_t is time—cpnsgming to obtain the et noe—vgi/kBTﬁ [4mnkgT Bs

whole band structure, in the application of th¢ransform

the energy is an input, the computing time can be consider- y f“e)q{ _ A +AGO- 6)2)
0

(
ably reduced if only states of some specific energies are re- ANkgT
quired. The two methods provide similar results when they

are applied to the calculations of the electron transfer reac- X(|V(€)|?)fo(€)p(€)de. (A4)
tion rate constants at semiconductor/liquid interfaces VO kT - , ) .
(Table |). Thenge Yvi’*8" in Eq. (A4) is readily evaluated, being equal

to [p(e)fo(e)de/v, with e=0 to e=o~ as integration
limits.>® The v is the volume of the unit cell, and in the
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different reaction free energy but with similar reorganization

APPENDIX A: THE EXPRESSION FOR THE MAXIMUM (AG%’=—)\). (A5)

ELECTRON TRANSFER RATE CONSTANT

As discussed in the text, in the integral in E43) f(e€)
is the only term which depends on the applied potefig},

e— eg_eEapp energy around 0.7 e¥/Here, by settingAG°+\=0, and by
f(e)=exp< - kB—T) (A1)  introducing an averaged coupling matrix element sqtfre,
(|V|?), where

where the quantities in EqA1) were defined earlier in the

text[cf. EqQ.(49)]. €’ is a constant for a semiconductor/liquid —a J5V(e)|?)fo(€)p(e)de
interface. Equatiori43) can then be written as (V%)= [Zfo(e)p(e)de ' (A6)
ek, /kBT2’7T 1 1 an expression of the second-order electron transfer rate con-
Ki(Egpp =€ ap 7 AankgT B stant is then obtained as in E@4).
o (N+AGY—¢)?
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