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In recent experiments Rose, Rosker and Zewail have used a femtosecond pulse to dissociate Nal and NaBr, and a second pulse
to probe the “transition state”” by LIF. Here we show that quantum calculations, on a model system with no adjustable parameters,

reproduce the principal observed features.

1. Introduction

In a recent experiment, Rose, Rosker and Zewail
[1,2] used a very short laser pulse to initiate the
photodissociation of gaseous Nal and NaBr. The time
evolution of the state created by this pulse was mon-
itored by exciting the Na atoms with a delayed probe
pulse of different colors and measuring their laser-
induced fluorescence (LIF). When the probe pulse
is tuned on resonance with the 589 nm sodium D
line, LIF probes the population of the free Na atoms;
off-resonance excitation probes the population of the
Na atoms still trapped in the “transition state”
[Na..Il.

The dependence of the number of LIF photons on
the delay time between the pulses (fig. 1) shows a
striking damped, oscillatory behavior. The fre-
quency of the oscillations and the damping time have
been related [1,2] to the oscillation frequency in the
classical motion of a narrow wave packet in the well
of the upper bound state and to the Landau-Zener
probability of escaping out of the well. The bound
state involved in this process is the upper adiabatic
state created by the interaction between the ionic and
the neutral states.

For many reasons, both experimental and theo-
retical, NaBr and Nal offer a unique opportunity to
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Fig. 1. The experimental results of ref. [1] showing the LIF sig-
nal versus the dclay time of the probe pulse (the time scale is
shown in fig. 3). (a) The probe pulse was tuned to the TS region,
off-resonant to the Na D line. (b) The probe pulse was on-reso-
nance with the Na D line. (c) The probe pulse was tuned to the
TS region of NaBr.

study the dynamics of the state created by an ultra-
short laser pulse and to understand in detail how the
excited bound Nal molecule (which we call here
“transition state” (TS) to emphasize its role in the
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dissociation process) evolves in time and decays into
products.

In this Letter we present quantum calculations of
the behavior of the state created by the pump pulse.
In these calculations a number of features and trends
relevant to the experiments are considered. These are:
(1) the simulation of the LIF signal for the transient
on-resonance (free atom detection) and off-reso-
nance (transition state) detection; (2) the prediction
of the oscillation frequency and its dependence on
the pump frequency; (3) the simulation of the decay
and spread of the temporal oscillations; (4) the effect
of thermal vibrational excitation in the ground state;
(5) the dependence of the “transition state” dynam-
ics on the shape and duration of the pump pulse; and
(6) the changes observed in going from Nal and
NaBr. We also show that the main results of the
quantum calculations can be obtained by a semi-
classical analysis which is simpler and usable for sys-
tems with several degrees of freedom.

2. The calculation

We assume that the experiment can be described
in terms of a neutral electronic state | 1) and an ionic
state | 2. The repulsive part of the potential energy
V1 (R) of the nuclei in the neutral state is that con-
structed by van Veen ct al. [3,4] (the =07 state);
to fit the absorption spectrum. The potential energy
V>(R) of the ionic state is that used by Faist and
Levine [5]. Both curves are shown in fig, 2.

The coupling ¥V,,(R) between the diabatic states
f1> and |2) is

Viz(R)=Aexp[ —f(R-R.)?] (1)

with 4=0.055eV, §=0.69 A~' and R,=6.93 A. The
choice of B is arbitrary, however, the results are in-
sensitive to it. R, 1s the point where V(R) and V,(R)
cross and 4 was chosen so that the minimum gap be-
tween the adiabatic states has the value 0.11 eV given
by Grice and Herschbach [6]; this value is also con-
sistent with experiments [2,4].

We calculate the state [7] (see 2nd Ed. of ref. [ 7],
eq. (5.145); sce also ref. [8]. eq. (2.9"))

2

CHEMICAL PHYSICS LETTERS

4 November 1988

8
No [
= 4t adiabatic potentials
- Vy(R)
@ Vo(R)
-
o 0 ; Vi(R)
iR, =6.93 A
_4 R Vo )
0 4 8 12 16

distance [A)

Fig. 2. The adiabatic potential energy surfaces. The difference
between the adiabatic and diabatic surfaces is barely visible on
the scale of this graph. The literature value of R, is 6.93 A. Our
potentials give 7.01 A.

|&V(z)>=(+i/ﬁ)jdt1 U(t=t,)
0

XurE(1,) | ®;) exp( —iE;t,/h) (2)

created by the pump pulse. Here | @, is the initial
nuclear state, E; is its energy, and u is the transition
dipole to the neutral state. The propagator
U(t)=exp( —1iHt/h) contains the molecular Hamil-
tonian H describing the nuclear motion on the two
coupled electronic states. The electric field vector is

E=E,exp(—imot)exp[ —a(t—1,)%], (3)

where E, is a constant vector, to=380fs, w, is the fre-
quency of the pulse and a=1.1x10"2 fs—2 the lat-
ter was chosen so that the full width at half maximum
is 50 fs. We wrote only the term in E leading to
absorption.

Since the transition dipole is unknown we take it
to be constant (the Condon approximation). Fur-
thermore, since the intensity measurements are not
absolute we can give the constant multiplying | ¥(z)>
an arbitrary value.

In the quantum calculations the effects of the ro-
tational motion are omitted ¥ for simplicity. It
should be noted that at 600°C the initial rotational
thermal energy is comparable to that of the initial

* They could be included as in ref. [9].
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vibrational energy. In semiclassical calculations (see
below) the two energies have small but comparable
effects on the ensuing dynamics.

The only difficulty in calculating | ¥(¢) ) is the
evaluation of U(z—t,). This is done with a method
described in detail by Avarellos and Metiu [10].

In what follows we assume that the laser-induced
fluorescence 1s proportional to the population cre-
ated by the pump pulse. To calculate this population
we note that the wavefuntion | ¥(¢) > has the form

[P0 =5 (R 0) [1) +x2(R; 1) | 2). 4

x1(R; 1) and x,(R; t) (here R is the Na-X distance,
with X=I or Br) are the neutral and the ioni¢ nu-
clear wavefunctions. We use them to define the
populations

R0)= [ dR 1 (R 1)1? 5)
0

and

P = | dR 10 (R D1 (6)
Rx

Py, () gives the fraction of excited molecules which
are in the neutral state and whose interatomic dis-
tance R is smaller than the crossing point R,. Even
though R could be large (R,=6.93 A), the sodium
atom in these molecules is neutral and is bound. P(¢)
is the fraction of molecules that are irreversibly dis-
soclated and therefore it is the population of the free
Na atoms.

The ionic population is

P()= [ dR 1za(R 1)1 M
0

This population includes only those molecules (in
the statistical ensemble) that have reached the ionic
state via transitions from the neutral one; the ground
state population is not included. These definitions
are based on the diabatic picture, in the absence of
the interaction Vi, and are therefore approximate.

We have also made some semiclassical calcula-
tions, using a recent model of Marcus [11] of a wave
packet, consisting of a Gaussian distribution of ener-
gies in the packet and not necessarily to a Gaussian
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distribution in coordinate space, R. The individual
wavefunctions used are in an angle representation
and action—-angle variables are thereby employed
[12]. In this model, the frequency of oscillation of
the packet is found to be the classical frequency of
the motion at the most probable quantum number
of the packet and so corresponds to the spacing of
successive energy levels in the excited state at that
energy, even though the analysis involves many
states, This relation between spacing of successive
levels at the most probable energy and the oscillation
frequency of the wave packet was already realized in
refs. [1,2]. In the following Letter [11] it is shown
that for the pulse given in eq. (3)

P W*(w, t) =exp] — (w—vpt)*/a?, (8)
and
o.=v3/ee  (in the prespreading regime), (9)

where w is the angle variable (phase of the vibration
in time divided by the period) and v, is the oscil-
lation (most probable) frequency of the packet. The
oscillatory behavior results from noting that w— vyt
is defined to lie in the interval 0 to 1. The full width
at half maximum, fwhm, in w space is Zﬂﬁ o.. To
obtain the width in time we simply invoke »,, so
yielding 2\/Tx§ 0./, In the flat region of V,(R)
potential (for R<R,), then the fwhm in the R space
is simply Zﬁi o, Ue/v,, where vy is the “local” ve-
locity of the system at R.

3. Results

In fig. 3 we show the population of the bound (i.e.
Py(t)) and free (i.e. P«(t)) Na together with the ex-
perimental transients obtained by TS detection [1,2].
Note the resemblance between P, (¢) and the off -res-
onanc LIF signal as well as that of Pi(¢) with the on-
resonance signal. This suggests that to a reasonable
approximation the experiments measure P,(¢) and
P{1). The time constants of oscillations and pla-
teaus in the experimental results are similar to those
of the bound and free populations: the peak posi-
tions of the observed oscillations are very close to
the computed ones, but the widths are larger.

There are several factors which should be consid-
ered: (1) The LIF signal is roughly proportional to
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Fig. 3. The bound and free neutral population and the observed
LIF signal. We used a Gaussian pump pulse with a wavelength of
310 nm and half width at half maximum of 50 fs. The initial state
was v=0.

the duration of the probe pulse { ~ 100 fs); it should
be compared to an integral of P,(¢) over a time in-
terval equal to the duration of the probe pulse and
centered at the time when the pulse intensity has its
maximum. (2) P,(¢) should be thermally averaged
over the initial vibrational and rotational states; when
this is done the peaks become broader (see below).
(3) The decay of the peak heights in the LIF signal
is faster than that of P,(¢), but the two can be made
very close by decreasing slightly the value of 4 in eq.
(1). (4) The coupling V,(R) in the crossing region
may have different parameters from those of eq. (1).
(5) We assumed that the transition dipole u in-
volved in the excitation by the probe pulse is con-
stant for R<R, and zero for R>R,. Other
dependence of u on R will change the LIF signal. (6)
We have not considered in detail the spatial overlap
of the pump-probe pulses, which can affect the tem-
poral shape of the LIF signal.

The results in fig. 3 are for a pump wavelength of
310 nm. Rosker, Rose and Zewail [2] also reported
measurements with the pump wavelengths of 300 and
328 nm, and showed that the time constants for the
TS detection depend on the excitation wavelength.
Our calculations (not shown here) reproduce this
dependence.

Note that the time evolution of the free population
resembles the on-resonance signal shown in fig. 1.
The only discrepancy is at the shortest time when the
measured signal is higher than the computed one. We
assume that this difference is due to the purely re-
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pulsive Q=1 neutral state [3] which was not in-
cluded in these calculations.

The experiments were carried out at 600°C and
the v=1 and v=2 vibrational states of the electron-
ical ground state were substantially populated. We
have calculated P,(#) and P(¢) for the initial states
v=1and v=2 and found that they look similar to the
populations for v=0 (fig. 3), except that the peaks
are broader and the position of the late peaks are
slightly shifted to larger times. The thermal averages
of P.(t) and Py(¢t) which include the v=0 through
v=2 states resemble even more the experimental re-
sults than the values for v= 0, and are expected to
bear a closer resemblance when the rotational effects
are included (see below).

We note that the importance of the v=1 and v=2
states depends on the pump wavelength, For A=310
nm P,(¢) for the initial state v=1 is about 75% of
that for v=0; 1f =328 nm P, (¢) forv=01s 7.5 times
larger than P, (1) for v=1.

By computing the populations created by Gaus-
sian and square pulses of the same temporal width
(50 fs) we find that the pulse shape does not play a
major role: the energy distributions of the state cre-
ated by the two different pump pulses are slightly
different, but this causes only minor changes in the
shape of Py(z) and Py¢). These changes are well
within the experimental error. We believe that for
shorter pulses (e.g. 10 fs) different temporal shapes
could lead to different signals.

The dependence of P,(¢) and P¢(¢) on the tem-
poral width of the pulse is dramatic. For a 9 fs square
pulse the peaks of P,(¢) are much broader and the
heights of the successive peaks go to zero much ear-
lier than for the 50 fs pulse.

We have also performed calculations for the NaBr
molecule using the potential energy information
contained in refs. [3-5,7,8,13], and found that the
evolution of £,(¢) tracks the LIF signal shown in fig.
1. The main cause for the difference between the Nal
and NaBr signals is that the V|, coupling for NaBr
is smaller and thus most of the neutral wave train
remains on the neutral state and leads to irreversible
dissociation.

The fact that the time evolution of the neutral
bound population tracks so faithfully that of the de-
tected signal gives a strong cvidence (see also refs.
[1,2]) regarding the physical reason for the observed
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signal oscillations. In the TS region the probe pulse
can excite the bound sodium to Nal* as long as the
molecule is in the neutral state; no such excitation is
possible if the molecule is in the ionic state and the
interatomic distance is large. Thus if the wavefunc-
tion is spatially narrow it can oscillate from being al-
most completely ionic to being almost completely
neutral; the molecule alternates from being capable
of absorbing the probe photons, and therefore giving
a fluorescence signal, and being incapable of such ab-
sorption; the fluorescence signal reflects this alter-
nating motion between a spectroscopically bright
(neutral) and spectroscopically dark (ionic) state.
This insight is confirmed by further calculations.
In fig. 4a we show the neutral |x,(R; t)|? and ionic
[x2(R; 1)|* diabatic wavefunctions at several im-
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Fig. 4. The absolute value of the diabatic nuclear wavefunctions
for the excitation conditions of fig. 3, at five different times. (a)
The results for 160, 200 and 500 fs; (b) the results for 700 and
1300 fs.
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portant times. The full line curve at left shows
|21 (R; t)|? for t=160 fs. At this time the intensity
of the Gaussian pulse is practically zero (the pulse
is centered at =280 fs and has a full width at half
height of 50 fs). No ionic component has been cre-
ated at this time. At 200 fs the neutral wavefunction
has moved towards and overlaps with the crossing
point, and a small ionic component has been cre-
ated. Note that this is exactly the time when P, ()
first starts going down (fig. 3). At 500 fs most of the
population is ionic and the only neutral population
consists of free Na. At this time no TS absorption
occurs because the excitation energies of Na™, I~ or
free sodium are all outside the reach of the off-res-
onance probe pulse.

At 700 fs (fig. 4b) the free Na wave packet is at
22 A and the ionic state is moving towards the cross-
ing point. At 1300 fs the neutral wavefunction hits
the repulsive wall of V,(R); the wild spatial oscil-
lations are typical for wavefunctions interacting with
a sharp repulsive potential. At the same time (i.e.
1300 fs) we can still observe an ionic component in
the crossing region.

Since the shape of the LIF signal depends on the
fact that the wave train is narrow for the duration of
the experiment, it is important to understand what
determines the width of the wavefunction.

We can understand the width of the neutral state
at160 fs in fig. 4a, by examining eq.(2). The integral
in eq. (2) can be written as a sum over the discrete
time variable nt, where # is an integer and 7 is a small
time step. This way of writing displays the fact that
the function | ¥(f) ) is a sum of amplitudes, one for
each time step; the amplitude corresponding to nt
gives the state of the molecule at time ¢, if the photon
was absorbed at nt. Eq. (2) tells us that since we do
not know when the photon is absorbed we must add
the amplitudes corresponding to all possible absorp-
tion times. The amplitude (i.c. the wavefunction)
corresponding to absorption at st is the ground vi-
brational state propagated on the upper surface be-
twen nt and ¢; this is a Gaussian wave packet slightly
distorted by the motion. The state | ¥'(¢) > is a sum
of such packets and could be described as a “wave
train”. We introduce this name to emphasize that
[¥(2)> for the present pulsed experiment differs
from the wave packet used in Heller’s theory of cw
absorption cross section [13]. The spatial extent of
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| #(#) > 1s much greater than that of the ground state
wavefunction and it goes up with the length of the
pulse. In our calculation the typical width of the
“train” is around 1.5 A (at 163 fs, see fig. 4).

The fact that the wave train narrows as it moves
on the potential surfaces may seem contrary to the
common expectation that with the passage of time
such packets tend to disperse. Experience shows [14]
that some potential energy surfaces can “focus” the
wave packet approaching them. A simple semiclas-
sical interpretation is given below.

We turn next to semiclassical calculations. Using
the mean energy of the wave packet (available en-
ergy) the time of oscillation of the semiclassical wave
packet was found to be about 1.3 ps, which agrees to
about 5% with the value estimated from the first os-
cillation in fig. 3. This time was obtained from the
integral 2fdR/vg between the turning points R, and
R,. Further, the semiclassically calculated ratio for
the time when the system is probed in the bound
neutral region to the total period in this first oscil-
lation (equal to 0.22) is also close to that roughly
estimated from fig. 3. Also, using egs. (8) and (9)
we can calculate the width of the packet in the R
space. The quantum calculation for excitation at 328
nm gives widths of 1.3, 0.83 and 0.32 A when the
fwhm of the pump pulse was 50, 30 and 10 fs, re-
spectively. These values agree with the semiclassical
values of 1.6, 0.96 and 0.32 A,

An increase of vibrational energy by amounts of
fiw and 2%w (3#w being the ground state zero-point
vibrational energy) increased the oscillation period
by 4.3% and 9.0%, respectively. A comparison with
the changes roughly estimated from quantum me-
chanical wave packet plots (not shown here) shows
them to have roughly comparable increases. How-
ever, any detailed such comparison requires a
knowledge of the quantum number distribution for
each quantum mechanical packet.

At the temperature of the experiment (600°C),
the vibration of Nal in the ground electronic state is
almost classical (#w/2kpT~0.2) and its average en-
ergy is thus comparable with the average rotational
energy, ks T. When a rotational energy of this amount
was added, the semiclassically calculated period of
the oscillation increased by about 11%. The rota-
tional energy provides a centrifugal potential which
becomes small near the right-hand turning point. It
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permits, thereby, the system to spend a longer time
at large R’s, and so increases the period of the motion.

We turn finally to the narrowing of the wave packet
when the packet moves from its covalent to its ionic
form at times short enough that spreading is still rel-
atively minor. As seen in fig. 4b the width for the
ionic form decreases 10 about 1/3 of its covalent value
for the distances given there. The width in coordi-
nate space AR is vAf, where At is the width in time
(initially about 50 fs) and ¢ is the local velocity. The
semiclassical wave packet described in the following
Letter [£1] has a prespreading width corresponding
to a constant width in time space (50 fs). Thus, when,
as for the two distances in fig. 4b, the velocity de-
creases to about 1/3 of its value the width AR is ex-
pected to decrease also to about 1/3, in agreement
with the results in fig. 4b. Again, in the covalent re-
gion the classical velocity was about 0.032 A/fs. Since
the width in time space is 50 fs the semiclassically
calculated width AR is about 1.6 A, consistent with
the result in fig. 4b.

A discussion of the subsequent spreading effect in-
volves, in part, an analysis of the quantum mechan-
ical wave packet in terms of its distribution in
quantum number space, as noted earlier, and will be
given later.

4. Conclusions

The present quantum and semiclassical calcula-
tions show the striking oscillatory behavior of the LIF
signals generated during the dissociation of Nal and
NaBr. As discussed in refs. [1,2], the TS signal os-
cillates because the molecule alternates between being
neutral or ionic, and absorbs the probe puise only in
the neutral state. The oscillations are initially sharp
(i.e. the troughs are deep) because the wave train
created by the pulse is narrower than the spatial re-
gions where the molecule is ionic or neutral. The
sharpness is maintained in time because the wave
train is not dispersed; it is, in fact, refocused when-
ever it approaches a turning point at large R, for rea-
sons discussed semiclassically in section 3. The long
time decay of the signal is due to the irreversible dis-
sociation of the molecules to form free Na.

The plateaus in the on-resonance LIF signal ap-
pear whenever the narrow wave train passes through
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the crossing region and there is a slight increase (in-
tegrated burst) in the free sodium population. If the
probe laser pulse were substantially wider, the wave
train would be broader and the free Na population
would seem to increase continuously.

Naively one might think that the time resolution
(i.e. the sharpness of the oscillations) in this kind of
experiment could be improved by using shorter
pulses. We find that if the temporal width of the pulse
is too small, the energy distribution of the excited
states is much broader, the motion of the wave train
has a greater variety of time scales, and this leads to
its rapid dispersion and faster dephasing. In the other
extreme, if the pulse is long the energy distribution
of the wave train created by it is narrow, but its spa-
tial extent is large. In that case the train cannot al-
ternate between being completely neutral and
completely ionic; this will increase the background
signal, suppress the dips between the peaks and again
diminish the time resolution.
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